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Space Vector Pulse-Width Modulation for Multilevel Multiphase Voltage-Source Converters

Óscar López Sánchez

(ABSTRACT)

The space vector pulse-width modulation (SVPWM) for multilevel multiphase power converters is studied in this dissertation. Multilevel converters have a high voltage capability with voltage limited devices, high efficiency, low harmonic distortion and good electromagnetic compatibility. Multiphase machines have a high reliability, high efficiency and low torque ripple with a low per-phase power rating. The multilevel multiphase technology combines the benefits of both technologies, but new modulation techniques must be developed to take advantage of multilevel multiphase converters.

The SVPWM technique has been deeply studied for multilevel converters due to its performance benefits when compared with other modulation techniques. However, even though it has a general acceptance in three-phase applications it has hardly been studied in relation to multiphase systems. Most of multiphase SVPWM algorithms presented in literature deal with two-level converters. Multilevel multiphase SVPWM algorithms are rare and most of them have been developed for a particular number of phases or levels, and it is difficult to extend them to other cases. There are some generic algorithms available but they are complex and not suitable for real-time implementation. The main objective of this work is to develop a generic SVPWM algorithm for multiphase converters, valid for any number of levels and phases that can be implemented in real-time. The main contributions are summarized in the following.

Research starts with the study of the relationships between the switching states of the transistors and the output voltage in the typical multilevel topologies: diode clamped, flying capacitor and cascaded full-bridge converters. Some common characteristics have been identified in those relationships, which allow formulating the SVPWM problem in a generic form for all these topologies. Novel expressions to calculate the number of redundant switching states corresponding to the same output level are also provided.

Next, two well-known multilevel three-phase SVPWM techniques, one with and another without switching state redundancy, are studied to identify the key issues in the implementation of SVPWM algorithms. The most significant are two: the high number of power switches that must be controlled in parallel in multilevel topologies; and the extra modulation complexity due to the switching state redundancy present in converters with no neutral wire. Redundancy can be used to achieve certain control goals such as modulation index extension, capacitor voltage balancing, dc source current control, switching frequency reduction, fault tolerance or common-mode voltage elimination. Field-programmable gate arrays (FPGAs), with their concurrent processing capability, are identified as appropriate devices for implementing multilevel modulation algorithms.
A new modular design of the hardware implementation and a comparative analysis of both modulation algorithms are carried out.

Finally, two novel SVPWM algorithms for multilevel multiphase voltage source converters, with and without switching state redundancy, are developed. Both are formulated in a multidimensional space and can be applied to converters with any number of levels and phases. It is demonstrated, in both cases, that the multilevel SVPWM can be carried out by means of a two-level space vector modulator without redundancy. Therefore, a new two-level multiphase SVPWM algorithm is developed. In the case of a multilevel $P$-phase converters without redundancy, the SVPWM algorithm is based on a displacement plus the new two-level SVPWM for $P$-phases. In the case, of a multilevel $P$-phase converter with switching state redundancy the SVPWM is based on a more complex transformation and the new two-level SVPWM algorithm for $(P - 1)$-phases. This algorithm includes a new technique that makes it easy to choose the switching states among the set of redundant switching states. Both modulation algorithms can be applied to the typical multilevel topologies; they have a low computational complexity and they are suitable for hardware implementation. The new SVPWM algorithms are implemented in a low-cost FPGA and they are tested in laboratory with a five-level five-phase inverter. The modulation techniques are also applied to multilevel three-phase converters with three and four legs. The resulting algorithms are compared with existing SVPWM techniques and tested in laboratory.

Major contributions of this dissertation have been published in four journal papers, and minor contributions have been presented at two international conferences.
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\( \tilde{\pi} \)  Plane in which all vectors do not have homopolar component.

\( \hat{\pi} \)  Plane of projection.

\( \tau_j \)  Dwell time corresponding to the space vector \( \omega_{sj} \).

\( \omega_{dj} \)  \( j \)th vector in the displaced space vector sequence.

\( \omega_{k}^{j} \)  \( k \) component of vector \( \omega_{dj} \).

\( \omega_{f} \)  Fractional part of the reference space vector \( \omega_{r} \).

\( \omega_{fk}^{k} \)  \( k \) component of space vector \( \omega_{f} \).

\( \omega_{i} \)  Integer part of the reference space vector \( \omega_{r} \).

\( \omega_{ik}^{k} \)  \( k \) component of space vector \( \omega_{i} \).

\( \omega_{r} \)  Reference space vector.

\( \omega_{rk}^{k} \)  \( k \) component of the reference space vector \( \omega_{r} \).

\( \omega_{sj} \)  \( j \)th vector in the space vector sequence.

\( \omega_{sk}^{k} \)  \( k \) component of space vector \( \omega_{sj} \).

\( \theta \)  Angle formed by the \( d \)-axis of the rotating frame \( dq \) and the \( g \)-axis of the static frame \( gh \).

\( A \)  Sinusoidal voltage amplitude.

\( B^{k} \)  Cell number of phase \( k \) in the cascaded full-bridge topology.

\( C_{w} \)  Binary word that gathers many \( C_{xy} \) bits.

\( C_{xy} \)  Bit result of comparing \( v_{f}^{x} \) with \( v_{f}^{y} \).

\( D \)  Coefficient matrix of the two-level switching law.

\( \hat{D} \)  Ordered coefficient matrix of the two-level switching law, i.e., upper triangular matrix.
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$k$ Phase number.

$l$ Length of the switching vector sequence.

$m$ Modulation index.

$m_1$ Normalized amplitude of the fundamental.

$m_3$ Normalized amplitude of the third harmonic.

$N$ Number of levels of the multilevel converter.

$N^k$ Number of output levels of phase $k$ of the multilevel converter.

$N_{\text{max}}^k$ Maximum achievable output level by the phase $k$ of the multilevel converter.

$N_{\text{min}}^k$ Minimum achievable output level by the phase $k$ of the multilevel converter.

$P$ Converter phase number.

$P$ Permutation matrix that puts the elements of vector $v_f$ in descending order.

$\tilde{P}$ Projection matrix onto the plane $\tilde{\pi}$ along the direction of $u$, i.e., matrix to calculate the non homopolar component of a vector.

$\hat{P}$ Projection matrix onto the plane $\hat{\pi}$ along the direction of $u$.

$q$ Index that identifies every vector in a switching string.

$q_{\text{max}}$ Maximum $q$ index in the range of indices corresponding to the switching vectors that the converter is able to generate.

$q_{\text{max}}^k$ Maximum $q$ index in the range of indices corresponding to the switching vectors in which the phase $k$ can be generated by the converter.

$q_{\text{min}}$ Minimum $q$ index in the range of indices corresponding to the switching vectors that the converter is able to generate.

$q_{\text{min}}^k$ Minimum $q$ index in the range of indices corresponding to the switching vectors in which the phase $k$ can be generated by the converter.

$R_d(v_s^k)$ Number of per-phase redundant states corresponding to the output level $v_s^k$. 

$S_{s_i \rightarrow s_j}^k$ Number of switchings needed to change the switching state of the converter from the level $v_{s_i}^k$ to the level $v_{s_j}^k$.

$t$ Time.
\textbf{t} \quad \text{Vector of switching times.}

\textit{T} \quad \text{Switching period.}

\textit{T}_d \quad \text{Trigger signal dead time.}

\textit{t}_j \quad \text{Normalized switching time corresponding to the switching vector } \text{v}_{sj}.

\textit{T}_j \quad \text{Switching time corresponding to the switching vector } \text{v}_{sj}.

\textit{T}_i^k \quad \text{Trigger signal corresponding to the transistor } i \text{ in the phase } k \text{ of diode-clamped and flying capacitor topologies.}

\tilde{\textit{T}}_i^k \quad \text{Trigger signal corresponding to the complementary transistor of } \text{t}_i^k.

\text{\textbf{T}}_\nu \quad \text{Matrix to calculate switching vectors from space vectors.}

\text{\textbf{T}}_\omega \quad \text{Matrix to calculate space vectors from switching vectors.}

\textit{u} \quad \text{Projection vector.}

\textit{V}_{C_i} \quad \text{Voltage of capacitor } i \text{ in a diode-clamped topology.}

\textit{V}_{C_{ki}} \quad \text{Voltage of capacitor } i \text{ in phase } k \text{ of a flying capacitor topology.}

\textit{V}_{dc} \quad \text{Voltage step of a multilevel converter.}

\textit{V}_{DC} \quad \text{Voltage of the full dc link in diode-clamped and flying capacitor topologies.}

\textit{V}_{dc_i^k} \quad \text{Voltage of the dc source } i \text{ in phase } k \text{ of a cascaded full-bridge topology.}

\textit{v}_{dj} \quad j\text{th vector of the displaced switching vector sequence.}

\textit{v}_{dj}^k \quad k \text{ component of vector } \text{v}_{dj}.

\textit{v}_f \quad \text{Fractional part of the normalized reference vector } \text{v}_r.

\hat{\text{v}}_f \quad \text{Vector that results by sorting the components of vector } \text{v}_f \text{ in descending order.}

\textit{v}_f^k \quad k \text{ component of vector } \text{v}_f.

\textit{V}_{\text{fund}} \quad \text{Peak fundamental of the output voltage.}

\textit{v}_i \quad \text{Integer part of the normalized reference vector } \text{v}_r.

\textit{v}_i^k \quad k \text{ component of vector } \text{v}_i.

\textit{V}_n \quad \text{Voltage of the neutral point of the load.}

\textit{v}_r \quad \text{Normalized reference voltage vector.}
\( \tilde{\mathbf{v}}_r \) Projection onto the plane \( \tilde{\pi} \) of the normalized reference vector \( \mathbf{v}_r \).

\( \mathbf{V}_r \) Reference voltage vector.

\( \tilde{\mathbf{V}}_r \) Non homopolar component of the reference voltage vector \( \mathbf{V}_r \).

\( v_{r,d} \) \( d \) component of the normalized reference vector in the rotating \( dq \) frame.

\( v_{r,g} \) \( g \) component of the normalized reference vector in the static \( gh \) frame.

\( V_{r,g} \) \( g \) component of the reference vector in the static \( gh \) frame.

\( v_{r,h} \) \( h \) component of the normalized reference vector in the static \( gh \) frame.

\( V_{r,h} \) \( h \) component of the reference vector in the static \( gh \) frame.

\( v_{r,k} \) \( k \) component of reference vector \( \mathbf{v}_r \).

\( \tilde{v}_{r,k} \) \( k \) component of vector \( \tilde{\mathbf{v}}_r \).

\( V_{r,k} \) \( k \) component of the reference vector \( \mathbf{V}_r \), i.e., reference voltage of phase \( k \).

\( v_{r,q} \) \( q \) component of the normalized reference vector in the rotating \( dq \) frame.

\( \mathbf{v}_s \) Normalized converter output voltage vector.

\( \tilde{\mathbf{v}}_s \) Non homopolar component of the output vector \( \mathbf{v}_s \).

\( \tilde{V}_s \) Projection onto plane \( \tilde{\pi} \) of the output vector \( \mathbf{v}_s \).

\( \mathbf{V}_s \) Converter output voltage vector.

\( \tilde{\mathbf{V}}_s \) Homopolar component of the output voltage vector \( \mathbf{V}_s \).

\( \tilde{\mathbf{V}}_s \) Non homopolar component of the output voltage vector \( \mathbf{V}_s \).

\( v_{s,j}^{g} \) \( g \) component of the \( j \)th vector in the space vector sequence in the static \( gh \) frame.

\( \mathbf{v}_{s,j} \) \( j \)th vector in the switching vector sequence.

\( \tilde{\mathbf{v}}_{s,j} \) Non homopolar component of the switching vector \( \mathbf{v}_{s,j} \).

\( \tilde{\mathbf{v}}_{s,j} \) Projection onto the plane \( \tilde{\pi} \) of the switching vector \( \mathbf{v}_{s,j} \).

\( \mathbf{V}_{s,j} \) Converter output voltage vector corresponding to the switching vector \( \mathbf{v}_{s,j} \).

\( v_{s,k}^{k} \) \( k \) component of the output vector \( \mathbf{v}_s \).

\( \tilde{v}_{s,k}^{k} \) \( k \) component of vector \( \tilde{\mathbf{v}}_s \).
\( \tilde{v}_s^k \)  
\( V_s^k \) component of vector \( \tilde{v}_s \).

\( \bar{V}_s^k \) component of the output voltage vector \( V_s \), i.e., converter output voltage of phase \( k \).

\( \tilde{V}_s^k \) component of vector \( \bar{V}_s \).

\( \bar{v}_{sj}^k \) component of vector \( \bar{v}_{sj} \).

\( \tilde{v}_{sj}^k \) component of vector \( \tilde{v}_{sj} \).

\( v_{sj}^k \) component of the switching vector \( v_{sj} \).

\( V_{sj}^k \) component of the vector \( V_{sj} \), i.e., output voltage of the converter corresponding to the level \( v_{sj}^k \).

\( V_{T_i}^k \) Voltage across transistor \( T_i^k \).

\( w \) Angular frequency.

\( Z^k \) Load impedance of phase \( k \).
Chapter 1

Introduction

1.1 Motivation and Objectives

The field of high-power drives has been one of the most active areas in research and development of power electronics in the last decades. Several industrial processes have increased their power-level needs, driven mainly by economy of scale (production levels and efficiency), triggering the development of new power semiconductors, converter topologies, and control methods.

In high power applications that require high voltages and high currents the maximum ratings of power semiconductors become a real handicap. The series connection of power switches is the solution for dealing with larger voltages. Nevertheless, achieving static and dynamic voltage sharing among those switches becomes a problem which led to the development of the new family of multilevel converters. On the other hand, paralleling of subsystems is the solution for dealing with larger currents. If more than three phases are used to deliver power to the load then the per-phase current rating is lower and low-current devices can be used. As a consequence multilevel multiphase converters are good candidates to be used in high-power drive applications. Nevertheless, this advantage comes at the price of a greater complexity in the inverter and in an increased control difficulty. The number of devices that must be controlled goes up from the only six switches of the two-level three-phase converters to the tens of switches of multilevel multiphase converters. At present, there are no commercial digital signal processors (DSP) having enough appropriate built-in pulse-width modulation (PWM) units to control all those switches and a software implementation of them is very time-consuming. The field-programmable gate arrays (FPGA) are the best candidates for the modulation implementation of multilevel multiphase converters due to their concurrent processing capability and their high number of output pins.

Two classical high frequency modulation techniques for power converters are the carrier-based sinusoidal pulse-width modulation (SPWM) and the space vector pulse-width modulation (SVPWM). The multilevel SPWM technique considers each converter leg individually; therefore, it can be applied easily to converters with any number of phases. On the contrary, the SVPWM technique treats all phases as a whole. This modulation technique is very popular in three-phase systems because it offers significant flexibility to optimize switching waveforms and is well suited for digital implementation. Three phase SVPWM algorithms have been developed by means of a graphical represen-
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...tation of the space vectors of the converter. A two-dimensional (2D) representation is used in three-wire converters and a three-dimensional (3D) one in four-wire converters. For systems with more than three phases, the SVPWM has not been much studied. This is mainly due to the fact that the graphical tools successfully used in three-phase systems become cumbersome in multiphase systems. Hence, only a few multiphase SVPWM algorithms have been presented in literature. Most of them have been developed for a particular number of phases or levels, and it is difficult to extend them to other cases. There are also some generic SVPWM algorithms; nevertheless, they have a high computational cost that makes them unsuitable for real-time hardware-implementation.

The main objective of this dissertation is the development of a generic SVPWM algorithm for multilevel multiphase converters with a low-computational cost suitable for hardware implementation in real time.

1.2 Review of Previous Research

1.2.1 Multilevel Technology

Even though the idea of utilizing multiple voltage levels to perform electric power conversion was patented almost thirty years ago [1, 2], the term multilevel starts with the three-level inverter introduced by Nabae et al. in 1981 [3]. Nowadays, multilevel converters are becoming increasingly popular in power applications, thanks to their ability to meet the increasing demand of power ratings and power quality associated with reduced harmonic distortion and lower electromagnetic interference [4]. The series combination of a large number of semiconductors to achieve high power ratings is well established. Choosing an arrangement where all devices are individually controlled, rather than switched together, provides multiple output voltage levels and more control opportunities. Voltage source multilevel inverter topologies [3, 5–9] synthesize a voltage waveform from several voltage levels, typically obtained from several capacitors or dc sources. The commutation of the power switches permits the addition of the voltages of these sources, which reach high voltage at the output, while the power semiconductors must withstand only reduced voltages. As the number of levels increases, the synthesized output voltage gets more steps and produces a waveform which approaches the reference more accurately. Major advantages of using multilevel inverters are [8, 9]:

- High voltage capability with voltage limited devices.
- Low harmonic distortion.
- Reduced switching losses.
- Increased efficiency.
- Good electromagnetic compatibility.

Switching State Redundancy

In multilevel converters there are switching states that produce the same output voltage. Those states are referred as redundant switching states. The switching state redun-
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dancy provides some flexibility in multilevel systems and can be used to achieve certain control objectives [9] such as:

- Modulation index extension [10].
- Capacitors voltage balancing [11–15].
- Current control of dc-sources [16].
- Switches power loss balancing [16–18].
- Fault tolerant systems design [19].
- Common-mode voltage elimination [13, 20].

It is important to point out that two types of redundancy are possible [9]:

- Joint-phase redundancy.
- Per-phase redundancy.

Joint-phase redundancy is present in converters with no neutral wire, in which there are redundant switching states that provide the same line-to-line voltage. Hence, joint-phase redundancy involves changing the common-mode output voltage [11]; that is increasing or decreasing the voltage level of all phases. Per-phase redundancy refers to certain converter topologies that have redundant switching states within each phase [8–18]; where several transistor switching combinations lead to the same line-to-ground voltage. Per-phase switching state in each topology is studied in chapter §2. The joint-phase redundancy is taken into account in the new multilevel multiphase SVPWM algorithm presented in chapter §5.

Topologies

Research in multilevel converters is focused on three main topologies [8, 9]:

- Diode-clamped converter [2–4, 21].
- Flying capacitors converter [6, 7, 22, 23].
- Cascaded full-bridge converter [1, 7, 24, 25].

A patent search shows that the first multilevel topology introduced was the cascaded full-bridge design by Baker and Bannister in 1975 [1]. However, the multilevel technology is considered to begin around 1981 when the three-level diode clamped inverter was presented by Nabae et al. [3]. This topology clamps the voltage of the power switches by connecting them through diodes to the nodes of a series bank of capacitors that split the dc dc bus. Later, in 1992, the flying capacitor converter was invented by Meynard and Foch [6]. This topology directly makes use of capacitors to clamp the voltage of the power switches. More details of these topologies with a discussion of their benefits and drawbacks are given in chapter §2.
Applications

Multilevel converters have been extensively studied in a wide variety of applications such as induction machine drives [26], active rectifiers [27–29], connection of renewable energy sources to the utility grid [30–32] and static synchronous compensators [33]. Most of multilevel high-power practical applications use the diode-clamped structure. The first unified power-flow controller (UPFC) in the world [34] comprises the back-to-back connection of two identical three-level converters based on gate turn-off thyristors (GTOs), each rated at 160 MVA. It was commissioned in 1998 at the Inez Station of American Electric Power in Kentucky for voltage support and power-flow control. In [35] two back-to-back-connected diode-clamped converters perform a 10 MVA rolling-mill motor-drive application based on integrated gate-commutated thyristors (IGCTs). Unity power factor and low harmonic distortion of grid currents are major advantages of this technology compared to cycloconverters. Another example is the drive system used to transport ore from the mine to the concentrator plant in the Los Pelambres copper mine, Chile [36]. The mine is located at 1700 m and the belt conveyor system transports the material downhill. Eight 2.5 MVA motors are driven by diode-clamped converters with GTOs. The use of three-level active front ends permits regeneration of energy to the electrical network with nearly unity power factor. The system transports 5800 Tons per hour and generates a total power of 15 MW.

The cascaded full-bridge converter inverter is best suited for harmonic and reactive compensation since each bridge unit can balance its dc voltage without requiring additional isolated power sources. Alstom (formerly Alsthom) has commercialized the cascaded multilevel inverter as static compensator (STATCOM) for reactive power compensation [37]. Its first application was the ±75 MVar STATCOM ordered by the National Grid Company as part of a 0–225 MVar relocatable static VAr compensator (SVC) for initial installation at its East Claydon 400 kV substation located to the northwest of London [38].

1.2.2 Multiphase Motor Drives

One of the first works in multiphase technology dates back to 1969 when a five-phase voltage source inverter-fed induction motor drive was proposed [39]. In the following years the multiphase motor drives have attracted a limited attention. However, the developments in three very specific application areas, namely electric ship propulsion, traction (including electric and hybrid electric vehicles) and the concept of “more-electric” aircraft, focused the attention of the research community on multiphase motor drives. In fact, the significant works published during the last years in the field rendered old survey papers [40, 41] rather obsolete. Reference [40] provides a treatment of the stator winding layouts for various phase numbers, and a discussion of space harmonics of the magnetomotive force in multiphase induction machines. Multiphase drive control schemes were reviewed in [41]. Recently, three new up-to-date surveys of the state-of-the art in this area have been published [42–44]. A survey of control schemes for asymmetrical six-phase induction motor drives and associated methods of voltage-source inverter (VSI) PWM control is given in [42]. Multiphase induction machines and drives are covered in a considerable detail in [43]. This includes basic models, control schemes in developed form, and exper-
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Characteristics

Most of the variable-speed electric drives use three-phase machines because they have become a standard. However, increasing numbers of induction motors are not connected directly to three-phase supplies. Instead, they are fed by a power electronic converter which is connected to a three-phase supply. The output stage of the converter and the stator winding of the motor must have the same number of phases, but provided this simple requirement is met, any number of phases may be used. Major advantages of using a multiphase machine instead of a standard three-phase one are [43, 44]:

• Higher efficiency because the stator excitation produces a field with a lower space-harmonic content.

• Improved reliability and greater fault tolerance. If one phase of a multiphase-phase machine becomes open circuited, it will still self-start and will run with less de-rating.

• Higher torque density and reduced torque pulsations, because they are less susceptible to time-harmonic components in the excitation waveform.

• Lower per phase power handling requirements, which reduces the required rating of power electronic switches for a given motor output power.

• Improved noise characteristics as a consequence of the previous items.

Since control of an ac machine, regardless of the number of phases, requires only two currents, additional degrees of freedom that exist in multiphase machines can be used to enhance the torque production by stator harmonic current injection [45, 49] or to improve the fault tolerance. The machine can still continue to operate in post-fault conditions with the rotating magneto-motive force, provided that an appropriate post-fault current control strategy is developed [47, 50]. An alternative use of these additional degrees of freedom can be found in multi-motor drive systems with single inverter supply. Stator windings of the machines are connected in series, using phase transposition, so torque producing currents of one machine appear as non-torque producing currents for all the other machines. Vector control techniques enable completely decoupled and independent control of the machines, although they are connected in series and a single VSI is used as the supply [51, 52].
Applications

Variable-speed multiphase drives are of industrial interest in applications where their advantages outweigh the lack of the off-the-shelf availability of both machines and power electronic converters. Multiphase machines are currently being used where both the machine and its control electronics are designed as a system, rather than as individual components. They have been found to be ideally suited, for example for the direct drives in marine applications, where their fault tolerance, high efficiency, low acoustic noise and the ability to distribute the drive electronics are seen as particularly advantageous [53–55]. Drive systems for safety or critical applications, such as more-electric aircraft, normally use the available additional degrees of freedom for achieving fault-tolerant operation of the drive [56–59]. Such drives utilize a modular design of both the machine and the supply system; therefore, they use individual full-bridge (single-phase) inverters. Other multiphase applications include electric vehicles propulsion [60–63] and locomotive traction [64, 65].

1.2.3 Multilevel Multiphase Voltage Source Inverters

Most of existing considerations of multiphase motor drives are related to two-level VSI supply. Multilevel inverters for multiphase variable speed drives are rare. Topologies considered in literature are typically either cascaded full-bridge or diode clamped inverters [51, 54, 66–70]. An interesting technique to realize a multilevel supply for open-end stator winding machines consists of supplying both ends of the winding with two VSIs. Both inverters can be of the same or different number of levels, which can be two or more. Such an approach has been considered for a six-phase machine in [71] where four two-level three-phase VSIs, configured into two six-phase VSIs, are connected at each side of the stator winding.

Multilevel inverters for multiphase variable speed drives appear to be a natural solution for high-power motor drives, such as those aimed at electric ship propulsion [54, 66, 67] or locomotive traction [64]. Some preliminary considerations related to multilevel inverter applications for five-phase induction motor drives are available in [65]. Multilevel VSIs are also considered in [54] as one of the options for the supply of a 36.5 MW electric ship propulsion drive. Some theoretical considerations are given in conjunction with four- and five-level nine-phase VSIs as potential solutions, while more detailed simulation study has been reported for the three-level nine-phase VSI [54]. Theoretical and simulation considerations, related to multilevel operation of three five-phase full-bridge inverters aimed at supplying the 15-phase induction motor for ship propulsion [67], show that the increase in the number of levels can considerably improve the current and torque ripples, when compared to the simplest two-level mode of operation. An attempt to develop a multilevel multiphase induction motor drive for a locomotive application is described in [64]. A nine-phase induction machine is used, configured into three three-phase windings with isolated neutral points. These are supplied from three-phase three-level inverters. Since the neutrals are isolated, three-level inverter control is an extension of what is used in three-phase drives. The same applies to the considerations related to the six-phase induction motor drive in [68], where two five-level three-phase inverters are used.
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1.2.4 Multilevel Multiphase PWM

Multilevel PWM control of VSI has been focused on three-phase systems because, nowadays, multiphase induction motor drives are invariably supplied from two-level inverters. Modulation methods used in multilevel inverters can be classified according to switching frequency, as fundamental switching frequency methods, and high switching frequency PWM methods [8, 72].

Fundamental switching frequency methods generally perform one or two commutations of the power semiconductors during one cycle of the output voltages generating a staircase waveform. Hence, the switching losses are kept low but the output voltages have a high low-order harmonic content. These unwanted low-order harmonics lead to the flow of stator harmonic currents in motor drive applications. Representative techniques of this family are the multilevel selective harmonic elimination [73, 74] and the space vector control [75, 76]. In the former technique, the switching instants are calculated to eliminate the most significant low-order harmonics whereas the high-frequency harmonics must be removed by using additional filtering circuits. The objective in the latter technique is to deliver to the load a voltage vector that minimizes the space error or distance to the reference vector. This method is simple and attractive for high number of levels, nevertheless, when the number of levels decreases, the error increases and the current ripple becomes higher.

If a high switching frequency can be accommodated then the low-order voltage harmonics can be reduced at expense of higher switching losses. Methods that work with high switching frequencies have many commutations for the power semiconductors in one period of the fundamental output voltage. Two very popular methods in industrial applications are the SPWM [77–79] and the SVPWM [72, 80, 81].

Carrier-Based Sinusoidal PWM

SPWM generates the trigger signal for the power switches by comparing the voltage reference (typically a sinusoidal wave) with a triangular carrier signal. Based on the classical SPWM with triangular carriers, several multicarrier techniques have been developed to reduce the harmonic distortion in multilevel inverters. Some methods use carrier disposition and others use phase shifting of multiple carrier signals [78, 79].

A very common practice when SPWM is used in three-phase industrial applications for the multilevel inverter is the injection of a third harmonic to increase the output voltage and improve the dc bus utilization [24, 77, 82]. Likewise, in multiphase VSI, it is also possible to improve the dc bus utilization by injecting the appropriate zero-sequence harmonic (or adding an offset) into leg voltage references [83, 84]. Nevertheless, this improvement reduces as the number of phases increases [85]. The gain in maximum fundamental in the linear modulation region is only 5.15% for a five-phase VSI and 2.57% for a seven-phase VSI, while it is 15.47% in the three-phase VSI [43].

When compared with other techniques, the main advantage of the SPWM technique is the easiness of implementation. This advantage becomes more and more pronounced as the phase number increases because this technique controls each phase separately. Hence its implementation in multiphase converters is rather straightforward [86]. Another advantageous feature of multilevel SPWM is that the switching frequency of each transistor...
can be lower than the effective converter output switching frequency, thus reducing the switching losses and filter requirements.

The SPWM has been used with multiphase series-connected induction motor drives. In this case, the multiphase VSI output voltage is required to contain several voltage components of different phase sequence and in general different magnitudes and frequencies. If SPWM is used, the modulation scheme is straightforward and very simple to implement because the inverter leg voltage references are simply formed by summing the appropriate sinusoidal signals. It is still possible to utilize zero-sequence addition to improve the dc bus utilization. This implementation has been discussed in [87] for a five-phase two-motor drive.

Space Vector PWM

SVPWM arises from the vectorial description of the switching states of power converters. Since those switching states constitute a discrete set of space vectors, the continuous reference vector must be approximated by the time averaging of a space vector sequence. The SVPWM technique is used to determine this sequence and to calculate the time interval corresponding to each vector. The way that the space vectors are selected and ordered in the sequence has a great effect on the output voltage harmonics and on the converter switching losses. Usually, the vector sequence is made with the space vectors nearest to the reference vector to reduce the output current ripple.

This modulation technique considers all phases of the converter as a whole, this being the main difference with carrier based methods. The number of available switching states in a \( P \)-phase converter changes according to the law \( N^P \) where \( N \) is the number of levels. This means that, as the number of phases and levels increases, the problem of devising an adequate SVPWM scheme becomes more and more involved.

Multilevel Three-Phase Converters

The SVPWM technique offers significant performance benefits and has proved to be very popular in three-phase systems [88]. The modulation algorithms can be classified as algorithms that cannot handle the joint-phase switching state redundancy and algorithms that can handle it. The former algorithms are valid for converters with and without neutral wire. Nevertheless, in the case of converters without neutral wire the latter algorithms are more suited because they allow choosing the best switching states among the redundant ones to carry out a certain switching strategy. As the number of levels or phases increases, the amount of redundant switching states increases dramatically; and consequently, choosing the switching state sequence becomes more involved. Hence, in multilevel multiphase systems it is necessary to devise a technique that makes easy the selection of the switching states. In [72], a very simple SVPWM algorithm for multilevel three-phase topologies with state redundancy was presented. However, it does not address the redundant switching states selection. The method introduced in [81] for three-phase inverters without state redundancy was later extended to four-wire topologies with state redundancy in [89]. Recently, in [90] a new SVPWM method with state redundancy for single-phase converters has been presented.

For three phase inverters, some researchers [91–95] have proposed to perform the multilevel modulation by means of a two-level modulator. A new method for the switching time calculation, where the three-level space vector diagram is divided into six two-level
space vector diagrams, is introduced in [91]. However, this paper does not include the extension of the method for a number of levels higher than three. In [92] a similar scheme is also presented for a three-level inverter. This scheme cannot be directly applied to a multilevel inverter, nevertheless the principle explained in the paper permits to make an $N$-level SVPWM from six $(N - 1)$-level SVPWM. Therefore, that implies that as the number of levels increases, both complexity and computation cost increase exponentially. In [93], the multilevel space vector diagram is divided into all possible two-level space vector hexagons. After that, a linear transformation is used to find out the center of one of those hexagons to calculate the switching times. In [94], a general solution to adapt an existing two-level modulator to a multilevel inverter is presented. This technique requires the storage of switching states with a memory requirement that grows exponentially with the number of inverter levels. A new method for the duty cycle calculation in two-level inverters is proposed in [95] that can be extended to multilevel inverters by adding an offset in the duty-cycle expression.

**Two-Level Multiphase Converters** Existing multiphase SVPWM algorithms are two-level algorithms that use the decomposition of switching states in multiple 2D planes [96–100]. The decomposition of every switching state in all those planes provides the space vectors, which therefore map simultaneously into all planes. Those planes are orthogonal sub-spaces of a multidimensional space so there is no coupling among them. This constitutes the basis of the switching states decomposition approach discussed in [101]. Early implementations of SVPWM for five-phase ac motor drives [102, 103] attempt to make the control by considering only one of those planes (by analogy with three-phase converters). Nevertheless, such an approach excites the other planes leading to the flow of large low-order stator current harmonics. To avoid the existence of unwanted low-order harmonics in the output voltage it is necessary to consider all orthogonal 2D sub-spaces. As a consequence, at least a number of space vectors equal to the number of phases must be applied during every switching period [83, 104]. It then becomes possible to set the average applied space vector in all planes. Once when the space vectors are selected, it is necessary to calculate their dwell times.

If requirement is just to generate only sinusoidal output voltages, the reference voltage space vector is nonzero only in one plane and the SVPWM scheme has to ensure that zero average voltage space vector is applied in all the other planes, so that undesirable low order harmonics do not appear in the output. This is most easily done utilizing the analytical expressions for computation of dwell times of the space vectors, such as those developed in [96, 97, 105] for a five-phase VSI in [100] for a seven-phase VSI and in [106] for a nine-phase VSI.

In some applications it is desirable to utilize higher stator current harmonic injection for the purpose of the torque enhancement. Thus, the reference voltage space vectors now have nonzero values in all the planes. If the space vectors are selected on the basis of the reference in only one plane, then the achievable voltages in all the other planes are automatically limited [98, 107]. This is, however, not the problem in this case since voltage references in all the other planes are considerably smaller than the reference in the first plane. Dwell times calculation of the active vectors is typically done by solving online a system of equations that relates the axis components of the selected VSI space vectors with the corresponding components of the references [98, 107]. This imposes a significant
computational burden and makes this approach rather complicated for implementation purposes. Some improvements with regard to the implementation complexity have been reported in \[108\]. A different method, which relies on summation of device turn-on times for creating the desired references in the two planes, but still considers in the initial vector selection only neighboring vectors in one plane, has been developed in \[109\]. A general approach to find the dwell times, once when the space vectors have been selected, has been developed in \[110\] and further successfully applied in \[111\] to control a five-phase machine with third harmonic injection.

The most demanding situation arises where there is one independent reference voltage space vector in each plane, such as in multimotor drive system with a single VSI supply. The first attempt to develop an SVPWM method to cope with such situation was based on using the concept of multiple 2D spaces \[112\] for a five-phase two-motor structure. It uses two planes, and completely independently selects in each one a set of space vectors neighboring the corresponding reference. Then it becomes possible to create two voltage space vector references independently, using the same approach and the same analytical expressions as for the case of purely sinusoidal output voltage generation. However, the application of the selected vectors is done in such a way that the reference voltage in one plane is applied in one switching period, while the voltage reference in the other plane is applied in the next switching period. Such an approach to realization of the two space vector voltage references has automatically restricted the available fundamental for each of the two machines to only 50\% of its maximum value for the given dc-link voltage (since only every second period is used for application of the voltage to any of the two machines). A similar approach is used in \[113\] to generate the output voltage with two independent space vector components for a five-phase VSI. It selects in each plane a set of space vectors neighboring the corresponding reference and creates two voltage space vector sequence independently, using the same approach as in the previous case. Both sequences are manipulated to obtain the final sequence that is applied within a single switching period, thus avoiding the need for doubling the dc bus.

Multidimensional Approach} The SVPWM for multiphase inverters is in essence a multidimensional problem and space vector decomposition is a relatively simple way of dealing with it in 2D subspaces. The attempts to formulate the SVPWM directly by using a multidimensional space are rare. Such an approach was investigated for a five-phase VSI supplying two series-connected five-phase induction machines in \[114\] and was deemed to be of little practical value because of the huge complexity involved in the selection of the space vectors. Some improvement with regard to the dwell time calculation has been reported in \[110\]; however, the problem of the space vector selection is the main obstacle in the application of the multidimensional SVPWM. A new method for a P-phase inverter that can be used to aid the selection of the most appropriate space vectors in the multidimensional space is presented in \[115\]. Nevertheless, even for a five-phase drive, online implementation of this method has high memory requirements and it is very time consuming \[116\].

Multilevel Multiphase Converters} Multilevel multiphase SVPWM has not been studied much. In \[68\] two five-level three-phase inverters are used to feed a six-phase machine. Since the neutrals are isolated, the three-level inverter control is an extension of
1.3 Major Results

The work in this dissertation is divided into the following major parts:

Chapter 2: “Per-Phase Redundancy in Multilevel Converters”

This chapter extends the introduction with the description and a discussion of main multilevel converter topologies: diode-clamped converter, flying capacitor converter and cascaded full-bridge converter. Per-phase redundancy is studied and the switching laws for each topology are derived. In addition, analytical expressions to calculate the number of redundant states for each output level are provided. Finally, the similarities in those switching laws are studied and the principles to adapt the trigger signals among the multilevel topologies are discussed.

Chapter 3: “Implementation of Multilevel SVPWM Algorithms”

This chapter studies the hardware implementation of two well-known multilevel three-phase SVPWM techniques. The key issues in hardware implementation of SVPWM algorithms are identified and discussed through the chapter. Because of the high number of power switches that must be controlled in parallel in multilevel topologies the utilization of FPGA is discussed. The first algorithm is a 3D SVPWM algorithm that does not take into account the switching state redundancy present in converters without neutral wire. The second one is a 2D SVPWM algorithm with the capability to handle joint-phase switching state redundancy present in such converters. The extra implementation complexity of algorithms with state redundancy is identified and studied. Finally, test results with a neutral-point clamped (NPC) VSI are presented.

Chapter 4: “Multilevel Multiphase SVPWM Algorithm”

This chapter introduces a novel SVPWM algorithm for multilevel multiphase voltage source converters. This algorithm is computationally extremely efficient and thus suitable for online implementations, it is almost independent of the number of levels and phases of the converter and it can be applied to most multilevel topologies. The chapter starts with the presentation of a novel multidimensional formulation of the modulation problem. In this formulation the state redundancy is not considered. Next, the problem is solved and it is demonstrated that a multilevel multiphase modulator can be realized from a two-level multiphase modulator. Then a new two-level multiphase SVPWM algorithm is developed.
The algorithm was implemented in a low-cost FPGA and it was tested in laboratory with a real prototype using a five-level five-phase VSI. This chapter also covers the application of this algorithm to three-phase converters with and without neutral wire. The resulting algorithms are compared with other existing three-phase SVPWM techniques.

Chapter 5: “Multilevel Multiphase SVPWM Algorithm With Switching State Redundancy”

This chapter includes the joint-phase redundancy in the problem formulation presented in the previous chapter. The result is a new SVPWM algorithm for multilevel multiphase voltage source converters without neutral wire. This algorithm also makes use of the previously developed two-level multiphase algorithm. As the number of levels increases the number of redundant states increases dramatically; hence, the algorithm includes a tool that simplifies the redundant states selection. Even though management of redundancy adds some complexity to the algorithm, it is still suitable for online implementation, it is almost independent of the number of levels and phases of the converter and it can be also applied to the main multilevel topologies. As in previous chapter, the new algorithm was implemented in a low-cost FPGA and it was tested in laboratory by using the same converter. This chapter also covers the application of this algorithm to multilevel three-phase converters with and without neutral wire. The resulting algorithms are compared with other existing SVPWM techniques.

Chapter 6: “Conclusion and Future Research”

The main conclusions of this dissertation are summarized in this chapter and some recommendations for future research topics are provided.

Appendix A: “Further Information About Testing Facilities”

Original research results, described in conjunction with chapters 2-5, have been verified using various laboratory prototypes. Each of the relevant chapters contains brief description of the corresponding experimental facility used in the algorithm verification. Further information on laboratory prototypes is provided in this Appendix.
Chapter 2

Per-Phase Redundancy in Multilevel Converters

Abstract — Switching states redundancy provides flexibility in multilevel systems and may be used to achieve some control objectives such as capacitors voltage balancing, current control of dc-sources, switch power loss balancing and fault tolerance. This chapter studies the per-phase redundancy in three basic multilevel topologies: diode-clamped converter, flying capacitor converter and cascaded bull-bridge converters. The number of per-phase redundant switching states, the rules for triggering each topology and the relationships among them are studied through the chapter.

2.1 Introduction

Redundancy is referred to as the capability of power converters to produce the same output voltages with different switching states. Two types of redundancy are possible: per-phase redundancy and joint-phase redundancy [9].

The joint-phase redundancy is present in converters with no neutral wire and does not depend on the converter topology. It is based on the fact that several different line-to-ground voltage combinations provide the same line-to-line voltage [11]. Joint-phase redundancy has been studied in depth and it is well known in three-phase converters. In fact, space vector pulse-width modulation (SVPWM) techniques [118] have become very popular in three-phase applications because their aptitude to manage it. Classical carrier-based sinusoidal pulse-width modulation (SPWM) techniques deal with joint-phase redundancy by means of a zero sequence offset added to the reference waveform of every phase [16, 119, 120]. Different zero sequences lead to different modulation strategies [10, 120] with different performance levels. The equivalence between this zero sequence in SPWM and the SVPWM is studied in [118].

Per-phase redundancy refers to certain power converter topologies that have redundant switching states within each phase [8, 18] so that several transistor switching combinations lead to the same line-to-ground voltage. Per-phase redundancy can be used or combined with joint-phase redundancy in multilevel converters to achieve certain control objectives.

Research work included in this chapter has been published in the journal International Review of Electrical Engineering [117].
such as capacitors voltage balancing [11–15], current control of dc-sources [16], switch power loss balancing [16–18] and increase in fault tolerance [19].

This chapter focuses on per-phase redundancy and redundant switching state selection in the main multilevel topologies. Sections §2.2, §2.3 and §2.4 review the triggering constraints in the diode-clamped converter, the flying-capacitor converter and the cascaded full-bridge converter respectively. Switching laws for triggering each topology are presented. Analytical expressions to calculate the number of redundant states for each level and the minimum number of switchings between two consecutive states are also provided. The similarities among those switching laws are analyzed in section §2.5 and the basics to adapt the trigger signals among the three topologies are provided. The conclusions of the chapter are given in section §2.6.

2.2 Diode-Clamped Converter

The diode-clamped converter [2, 3, 5] provides multiple voltage levels through the connection of the phases to a series bank of capacitors. According to the original invention [2], the concept can be extended to any number of levels by increasing the number of capacitors. Early descriptions of this topology were limited to three-levels [3] where two capacitors are connected across the dc bus resulting in one additional level. The additional level was the neutral point of the dc bus, so the terminology neutral-point clamped (NPC) inverter was introduced [3]. However, with more than three levels the term diode-clamped topology is applied [8, 33, 121, 122]. Due to capacitor voltage balancing issues, the diode-clamped inverter implementation has been mostly limited to three-levels, and because of industrial developments over the past several years, it is now used extensively in industry applications [26].

Figure 2.1 shows the topology of one phase of a five-level diode-clamped converter. In
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In summary, the dc-bus is split by means of series connected capacitors, and the phase node $k$ can be connected to any node in the capacitor bank ($d_0$, $d_1$, $d_2$, $d_3$ or $d_4$). In this representation, the labels $T_i^k$ are used to identify the transistors as well as the semiconductor logic ($1 = \text{on}$ and $0 = \text{off}$). Since the transistors are always switched in pairs, to avoid short-circuiting of dc-link capacitors, the complementary pairs are labeled as $T_i^k$ and $\overline{T_i^k}$ accordingly. In practical implementations, some dead time is inserted between the transistor signals and their complements meaning that both transistors in a complementary pair may be switched off for a small amount of time during a transition [123]. However, for the discussion herein, the dead time will be ignored and it will be considered that the complementary trigger signals always sum to one:

$$T_i^k + \overline{T_i^k} = 1. \quad (2.1)$$

Hence, $\overline{T_i^k}$ is the inverse of $T_i^k$ and only one of the transistors in the pair is independent. The same consideration applies to the flying capacitor and the cascaded full-bridge topologies.

If the power losses are neglected then the transistor blocking voltage $V_{T_i^k}$ in a multilevel topology is given by

$$V_{T_i^k} = (1 - T_i^k)V_{C_i} \quad (2.2)$$

where $V_{C_i}$ is the voltage of the capacitors in the bank. For every converter level, it must be taken into account that if $T_i^k = 0$ then $T_{i+1}^k = 0$. The output voltage of one phase $V_s^k$ can be calculated from transistor voltages by means of

$$V_s^k = V_{DC} - \sum_{i=1}^{N_k-1} V_{T_i^k} \quad (2.3)$$

where $N_k$ is the number of levels of the phase $k$ of the converter, and $V_{DC}$ is the full dc link voltage. If (2.2) is substituted in the above expression then the output voltage can be obtained from the trigger signals as

$$V_s^k = \sum_{i=1}^{N_k-1} T_i^k V_{C_i}, \quad \text{where if } T_i^k = 0 \text{ then } T_{i+1}^k = 0. \quad (2.4)$$

Usually, all capacitors in the bank are equally charged

$$V_{C_i} = \frac{V_{DC}}{N_k - 1} = V_{dc}, \quad \text{for all } i. \quad (2.5)$$

In this case (2.2) and (2.4) can be rewritten as

$$V_{T_i^k} = (1 - T_i^k)V_{dc} \quad (2.6)$$

$$V_s^k = V_{dc} \sum_{i=1}^{N_k-1} T_i^k. \quad (2.7)$$

Since the result of the summation term is always an integer number, the output voltage is an integer multiple of fixed voltage $V_{dc}$:

$$V_s^k = v_s^k V_{dc}, \quad \text{where } v_s^k \in \mathbb{N}. \quad (2.8)$$
Table 2.1

<table>
<thead>
<tr>
<th>$T_k^1$</th>
<th>$T_k^2$</th>
<th>$T_k^3$</th>
<th>$T_k^4$</th>
<th>$V_s^k$ (if $V_{C_i} = V_{dc}$)</th>
<th>$v_s^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 0</td>
<td>$V_{C_1}$</td>
<td>$V_{dc}$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>$V_{C_1} + V_{C_2}$</td>
<td>$2V_{dc}$</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 0</td>
<td>$V_{C_1} + V_{C_2} + V_{C_3}$</td>
<td>$3V_{dc}$</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>$V_{C_1} + V_{C_2} + V_{C_3} + V_{C_4}$</td>
<td>$4V_{dc}$</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Therefore, $V_{dc}$ and $v_s^k$ are the voltage step and the output level of the converter, respectively. The output level can be calculated from the switching state by means of

$$v_s^k = \sum_{i=1}^{N_k-1} T_i^k,$$

where if $T_i^k = 0$ then $T_{i+1}^k = 1$.

(2.9)

Table 2.1 shows the trigger signals, output voltages and output levels corresponding to the five-level converter in Figure 2.1.

2.2.1 Switching State Redundancy

Since the multilevel modulator provides the converter output level $v_s^k$, the inverse relationship of (2.9) is required to determine the switching state from $v_s^k$. The solution of (2.9) is unique and can be written as

$$T_i^k = \begin{cases} 1 & \text{if } i \leq v_s^k \\ 0 & \text{if } i > v_s^k \end{cases}.$$  

(2.10)

Thus, there is only one switching state for each output level. As a consequence the number of redundant states $R_d(v_s^k)$ corresponding to each level $v_s^k$ is always equal to one:

$$R_d(v_s^k) = 1, \quad \text{for all } v_s^k.$$  

(2.11)

Because of this zero per-phase redundancy, the joint-redundancy must be used to implement capacitor balancing techniques [11, 124, 125]. This lack of flexibility becomes critical in converters with a high number of levels and it is the main drawback in converters with more than three levels [126].

In this topology, only one switch must be turned-on and its complementary one turned-off to change between two adjacent levels. Consequently, to change the switching state from a level $v_s^k$ to another $v_s^j$, the number of devices $S_{w_i\rightarrow j}$ that must be switched is given by

$$S_{w_i\rightarrow j}^k = 2|v_s^k - v_s^j|.$$  

(2.12)

2.2.2 Characteristics

Advantages of the diode-clamped topology compared with its multilevel counterparts are the following [125].
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• It uses a lower number of capacitors. Although this topology requires some additional clamping diodes, a low number of reactive components is usually preferred from the standpoint of cost.

• It can be connected to a single dc-link voltage. The floating-capacitor topology also shares this advantage, but the cascade converter does not, since this converter requires multiple isolated dc power supplies.

Nevertheless, some practical experience with this topology reveals technical difficulties that complicate its application, as follows [125]:

• Clamping diodes are subjected to a high voltage stress in converters with more than three levels. As a result, series connection of the diodes is required. If the inverter runs under pulse-width modulation (PWM), the diode reverse recovery of clamping diodes becomes the major design challenge in high-voltage high-power applications. This issue complicates the design and raises reliability and cost concerns.

• Maintaining the charge balance of the capacitors in topologies with more than three levels has been demonstrated to be impossible for some operating conditions [126]. Such balancing problems appear when dealing with deep modulation indices and active currents. Therefore, high ac output voltages cannot be achieved, which inhibits the most important attribute of multilevel converters. Significant balancing improvements are obtained when two or more converters are connected to the same dc link [124]. These converters are also used for static reactive compensation circuits in which no active power is transmitted and the balancing problem can be handled.

• Although proper control of the three-level topology overcomes the voltage balance concern, a low-frequency voltage ripple appears in the neutral point when dealing with large modulation index and low power factor. The maximum voltage applied to the devices is higher due to this oscillation, and additionally, it produces low-frequency distortion in the ac output voltages. Some solutions for this problem have been proposed in [125].

2.3 Flying-Capacitor Converter

Another fundamental multilevel topology is the flying capacitor converter, which involves series connection of capacitor clamped switching cells [6]. In this topology the voltage clamping is achieved by means of capacitors that float with respect to the ground. Figure 2.2 shows the structure for one phase of a five-level flying capacitor converter.

Neglecting the device voltage drop as well as conduction losses, the blocking voltage of each switch $V_{T_{ki}}$ depends on the voltage of the floating capacitor $V_{C_{ki}}$ as

$$V_{T_{ki}} = (1 - T_{i}^{k})(V_{C_{ki}} - V_{C_{k-1}i})$$ (2.13)

where $V_{C_{0i}} = 0$ and $V_{C_{Nk-1}i} = V_{DC}$ is the voltage of the full dc link. The phase output voltage $V_{k}^{s}$ can be calculated from the transistor voltages by means of

$$V_{s}^{k} = V_{C_{Nk-1}i}^{k} - \sum_{i=1}^{N_{k-1}} V_{T_{i}^{k}}.$$ (2.14)
Figure 2.2: Five-level flying capacitor converter.

If (2.13) is substituted in the above expression then the output voltage can be obtained from the trigger signals as

\[ V_s^k = \sum_{i=1}^{N_k-1} I_i (V_{C_i}^k - V_{C_{i-1}}^k), \quad \text{where } V_{C_0}^k = 0 \text{ and } V_{C_{N_k-1}}^k = V_{DC}. \]  

(2.15)

Usually, the flying capacitors voltage is an integer multiple of a fixed voltage \( V_{dc} \):

\[ V_{C_i}^k = iV_{dc}, \quad i \in \mathbb{N}. \]  

(2.16)

In this case (2.13) and (2.15) can be simplified as

\[ V_T^k = (1 - T_i^k)V_{dc} \]  

(2.17)

\[ V_s^k = V_{dc} \sum_{i=1}^{N_k-1} T_i^k. \]  

(2.18)

Since the result of summation term is always an integer number, the output voltage is an integer multiple of the fixed voltage \( V_{dc} \):

\[ V_s^k = v_s^k V_{dc}, \quad \text{where } v_s^k \in \mathbb{N}. \]  

(2.19)

Therefore, \( V_{dc} \) and \( v_s^k \) are the voltage step and the output level of the converter, respectively. Hence, the relationship between the output level \( v_s^k \) and the switching state is

\[ v_s^k = \sum_{i=1}^{N_k-1} T_i^k. \]  

(2.20)

Therefore, there are different combinations of \( T_i^k \) that provide the same output level as it is shown in Table 2.2. This redundancy gives great flexibility in the selection of the transistors that must be switched to obtain a particular output level.
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#### 2.3.1 Switching State Redundancy

The trigger signals $T^k_i$ required to obtain at the output level $v^k_s$ can be obtained by solving (2.20). This expression does not have a unique solution unlike in the diode clamped topology. It only establishes the following law for switching the semiconductors:

"The number of independent switches that must be turned-on for achieving a particular level is equal to the numeric value of the output level."

There is no preference in the selection of the switches because the expression in (2.20) does not establish priorities among them. For example, to get the level number two ($v^k_s = 2$) in the converter in Figure 2.2, two switches must be chosen among the highlighted ones. The selected switches must be turned-on and the remaining highlighted switches must be turned-off. The state of the non-highlighted switches is determined by the state of their complementary devices. This can be verified by observing Table 2.2.

In an $N^k$-level converter, there are $N^k - 1$ pairs of active switches. As a consequence, the number of redundant states $R_d(v^k_s)$ corresponding to the level $v^k_s$ can be calculated as the number of combinations without repetition of $v^k_s$ elements chosen in a set of $N^k - 1$ elements:

$$R_d(v^k_s) = \binom{N^k - 1}{v^k_s} = \frac{(N^k - 1)!}{(N^k - v^k_s)! v^k_s!}.$$  \hspace{1cm} (2.21)

Table 2.3 shows the number of redundant states for each output level in multilevel flying capacitor converters.

<table>
<thead>
<tr>
<th>$T^k_1$</th>
<th>$T^k_2$</th>
<th>$T^k_3$</th>
<th>$T^k_4$</th>
<th>$V^k_s$</th>
<th>$V^k_s$ (if $V^k_{C_{i}} = iV_{dc}$)</th>
<th>$v^k_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$V^k_{C_1}$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V^k_{C_2} - V^k_{C_1}$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$V^k_{C_3} - V^k_{C_2}$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$V^k_{C_4} - V^k_{C_3}$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V^k_{C_2}$</td>
<td>$2V_{dc}$</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$V^k_{C_3} - V^k_{C_2} + V^k_{C_1}$</td>
<td>$2V_{dc}$</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$V^k_{C_4} - V^k_{C_3} + V^k_{C_2}$</td>
<td>$2V_{dc}$</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$V^k_{C_3} - V^k_{C_4} - V^k_{C_3}$</td>
<td>$2V_{dc}$</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$V^k_{C_4} - V^k_{C_3}$</td>
<td>$2V_{dc}$</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$V^k_{C_3}$</td>
<td>$3V_{dc}$</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$V^k_{C_4} - V^k_{C_3} + V^k_{C_2}$</td>
<td>$3V_{dc}$</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$V^k_{C_4} - V^k_{C_3} + V^k_{C_2}$</td>
<td>$3V_{dc}$</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$V^k_{C_4} - V^k_{C_3}$</td>
<td>$3V_{dc}$</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$V^k_{C_3}$</td>
<td>$4V_{dc}$</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 2.3
Number of per-phase redundant switching states in multilevel flying capacitor converters.

<table>
<thead>
<tr>
<th>$N^k$</th>
<th>$R_d(0)$</th>
<th>$R_d(1)$</th>
<th>$R_d(2)$</th>
<th>$R_d(3)$</th>
<th>$R_d(4)$</th>
<th>$R_d(5)$</th>
<th>$R_d(6)$</th>
<th>$R_d(7)$</th>
<th>$R_d(8)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>20</td>
<td>15</td>
<td>6</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>7</td>
<td>21</td>
<td>35</td>
<td>35</td>
<td>21</td>
<td>7</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>8</td>
<td>28</td>
<td>56</td>
<td>70</td>
<td>56</td>
<td>28</td>
<td>8</td>
<td>1</td>
</tr>
</tbody>
</table>

Finally, the number of switchings $S_{w_i \rightarrow j}^k$ needed to change the inverter output from the level $v_{s_i}^k$ to the level $v_{s_j}^k$ is given by

$$S_{w_i \rightarrow j}^k \geq 2|v_{s_i}^k - v_{s_j}^k|.$$ (2.22)

2.3.2 Characteristics

This topology has several unique and attractive features when compared to the diode-clamped inverter:

- Additional clamping diodes are not needed.
- It has per-phase redundancy, which can be used to balance the flying capacitors so that only one dc source is needed. This is an important difference compared to the diode-clamped converter, in which only the joint-phase redundancy can be considered for the balancing issue.

Nevertheless, this topology has the following practical drawbacks:

- It requires a large number of bulk capacitors. Since the current level through all the floating capacitors is the same, they should have the same capacitance to produce similar amplitudes of their voltage ripple. Provided that the voltage rating of each capacitor used is the same as that of the main power switch, an $N$-level converter will require $(N - 1)(N - 2)/2$ clamping capacitors per phase in addition to $N - 1$ main dc-bus capacitors [8].
- In converters with more than three levels, some transitions between two consecutive voltage levels produce high switching frequencies. If these transitions are avoided, the amplitude of the voltage ripple in the capacitors will increase, and it might not be controllable [125].

2.4 Cascaded Full-Bridge Converter

The cascaded full-bridge converter was the first invented multilevel topology [1]. Early uses of the topology were devoted to single-phase applications [127]. Later, this approach
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was extended to include three-phase systems. The cascaded full-bridge converter \cite{128} consists of series full-bridge cells. Since each cell can provide three voltage levels (zero, positive dc voltage, and negative dc voltage), the cells are themselves multilevel converters. A phase of a two-cell series full-bridge inverter is shown in Figure 2.3.

If device voltage drops and conduction losses are neglected then the phase output voltage of one phase is given by

\[
V_s^k = \sum_{i=1}^{B^k} (T_{Li}^k - T_{Ri}^k) V_{dc_i}^k
\]

(2.23)

where \(B^k\) is the number of cascaded cells, \(T_{Li}^k\) and \(T_{Ri}^k\) are the trigger signals of the transistor placed left and right, respectively, in cell \(i\), and \(V_{dc_i}^k\) is the dc source corresponding to the same cell. The semiconductor blocking voltages can be calculated from the switching states by mean of

\[
V_{T_{Li}}^k = (1 - T_{Li}^k) V_{dc_i}^k
\]

(2.24)

\[
V_{T_{Ri}}^k = (1 - T_{Ri}^k) V_{dc_i}^k.
\]

(2.25)

Usually, all independent voltage sources are equal:

\[
V_{dc_i}^k = V_{dc}.
\]

(2.26)

In this case (2.23) can be rewritten as

\[
V_s^k = V_{dc} \sum_{i=1}^{B^k} (T_{Li}^k - T_{Ri}^k).
\]

(2.27)

Since the result of the summation term is always an integer number, the output voltage is an integer multiple of fixed voltage \(V_{dc}\):

\[
V_s^k = v_s^k V_{dc}, \quad \text{where } v_s^k \in \mathbb{Z}.
\]

(2.28)
Table 2.4
Five-level cascaded full-bridge converter relationships.

<table>
<thead>
<tr>
<th>$T_{L1}^k$</th>
<th>$T_{L2}^k$</th>
<th>$T_{R1}^k$</th>
<th>$T_{R2}^k$</th>
<th>$V_s^k$</th>
<th>$V_{dc}^k$ (if $V_{dc}^k = V_{dc}$)</th>
<th>$v_s^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$-V_{dc2}^k - V_{dc1}^k$</td>
<td>$-2V_{dc}$</td>
<td>-2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$-V_{dc2}^k$</td>
<td>$-V_{dc}$</td>
<td>-1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$-V_{dc1}^k$</td>
<td>$-V_{dc}$</td>
<td>-1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$-V_{dc2}^k$</td>
<td>$-V_{dc}$</td>
<td>-1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-V_{dc2}^k$</td>
<td>$-V_{dc}$</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$V_{dc1}^k - V_{dc2}^k$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$V_{dc2}^k - V_{dc1}^k$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V_{dc2}^k$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$V_{dc2}^k$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$V_{dc1}^k$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V_{dc2}^k$</td>
<td>$V_{dc}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V_{dc2}^k + V_{dc1}^k$</td>
<td>$2V_{dc}$</td>
<td>2</td>
</tr>
</tbody>
</table>

Therefore, $V_{dc}$ and $v_s^k$ are the voltage step and the output level of the converter, respectively. Hence, the relationship between the output level $v_s^k$ and the switching state is

$$v_s^k = \sum_{i=1}^{B_k} (T_{L_i}^k - T_{R_i}^k).$$

(2.29)

Since this topology can generate levels going from $-B_k$ to $B_k$ then the number of different output levels is

$$N^k = 2B_k + 1.$$

(2.30)

Thus, if all voltage sources are equal then this kind of converters always provides an odd number of levels. Even so, it is possible to achieve an even number of levels if a half-bridge is added to the chain of full-bridge cells.

Table 2.4 shows the switching signals, output voltages and possible levels for the converter in Figure 2.3.

### 2.4.1 Switching State Redundancy

The proper switching states to obtain a particular converter output level can be obtained from (2.29). Such equation, like in the flying capacitor topology, has no unique solution. It only establishes the following switching law to select the transistors that must be turned-on:

"The subtraction of the number of independent switches chosen from the left
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Table 2.5
Number of per-phase redundant switching states in multilevel cascaded full-bridge converters.

<table>
<thead>
<tr>
<th>$B^k$</th>
<th>$R_d(-4)$</th>
<th>$R_d(-3)$</th>
<th>$R_d(-2)$</th>
<th>$R_d(-1)$</th>
<th>$R_d(0)$</th>
<th>$R_d(1)$</th>
<th>$R_d(2)$</th>
<th>$R_d(3)$</th>
<th>$R_d(4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>20</td>
<td>15</td>
<td>6</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>8</td>
<td>28</td>
<td>56</td>
<td>70</td>
<td>56</td>
<td>28</td>
<td>8</td>
<td>1</td>
</tr>
</tbody>
</table>

There are no restrictions for carrying this selection since (2.29) does not establish priorities among switches.

If (2.1) is substituted in (2.29) then the following equivalent expression is obtained

$$v_s^k + B^k = \sum_{i=1}^{B^k} (T^k_{Li} + \bar{T}^k_{Ri})$$

(2.31)

This new expression provides an alternative law for choosing the switches that must be turned-on:

“Among the switches of the right hand side branches and the complementary ones of the left side branch, a number $B^k + v_s^k$ of independent switches must be selected to obtain a particular output level $v_s^k$.”

For example, to get the level $v_s^k = 1$ in the converter in Figure 2.3, three switches ($v_s^k + B^k = 1 + 2$) must be turned-on among the highlighted ones. Therefore, $B^k + v_s^k$ switches must be chosen in a set of $2B^k$ elements to obtain the level $v_s^k$. Hence the number of redundant states corresponding to the level $v_s^k$ is given by

$$R_d(v_s^k) = \left( \frac{2B^k}{B^k + v_s^k} \right) = \frac{(2B^k)!}{(B^k - v_s^k)! (B^k + v_s^k)!}.$$  

(2.32)

Table 2.5 shows the number of redundant states for each output level in multilevel cascaded full-bridge converters.

The number $S_{w_{i\rightarrow j}}^k$ of semiconductors that must be switched to change the output from level $v_{s_i}^k$ to level $v_{s_j}^k$ can be obtained by means of

$$S_{w_{i\rightarrow j}}^k \geq 2|v_{s_i}^k - v_{s_j}^k|.$$  

(2.33)

2.4.2 Characteristics

Important advantages of this topology are the following:

- The main important feature is its great modularity. Since this topology consists of series-connected power conversion cells, the voltage and power level may be easily scaled adding new cells.
• This topology, like flying capacitor, also presents per-phase redundancy that can be used for dc sources current control and switch loss balancing.

• At expense of reducing per-phase redundancy, the number of output levels can be increased, without adding new components, by using dc sources of different voltages. This approach can be implemented with hybrid device technology where the slower and higher-voltage devices are used to change the output voltage level, while the faster and lower-voltage devices provide the full PWM capability [129–131].

Nevertheless, the fact that the dc-link voltages must be isolated is the major drawback for application of this topology. Several independent dc power supplies are required, which can be provided either by a transformer with multiple isolated secondary windings or by several transformers [129]. Batteries [132], fuel cells [133], capacitors [134], or photovoltaic panels [135, 136] can also be used as independent dc sources.

2.5 Redundant Switching State Selection

If expressions (2.8), (2.19) and (2.28) are compared then it can be concluded that in the three previous multilevel topologies the output voltage is an integer multiple of a fixed voltage $V_{dc}$:

$$V_s^k = v_s^k V_{dc}, \quad v_s^k \in \mathbb{Z}. \quad (2.34)$$

This is a very important property because it makes it possible to use the same SVPWM with the three topologies. In addition, because of this property, the switching vectors $v_{s1} = [v_s^1, v_s^2, \ldots, v_s^P]^T$ and $v_{s2} = [v_s^1 + n, v_s^2 + n, \ldots, v_s^P + n]^T$ provide the same line-to-line voltages; hence, it is also the basis of the joint-phase redundancy in multilevel converters. The new multilevel multiphase SVPWM presented in chapters §4 and §5 are both based on (2.34). Joint-phase redundancy is further investigated in chapter §5 where a new SVPWM algorithm that allows to choose redundant switching states is developed.

Once the converter output level of each phase $v_s^k$ has been obtained from the multilevel modulator, the transistor trigger signals must be determined. As it was shown in sections above, the relationship between output levels and the trigger signal is different for each topology. Therefore, this task must be specifically developed for each topology. In the diode-clamped topology there is no per-phase switching state redundancy. The one-to-one relationship between output levels and trigger signals given by (2.10) can be implemented by means of a lookup table. Consequently, switching strategies in diode-clamped converters can be only implemented by using joint-phase redundancy. In the flying capacitor and cascaded full-bridge topologies, there is no one-to-one correspondence between output levels and trigger signals; therefore, a redundant switching state selection technique is required. Although switching laws of the three topologies are different, they have some similarities that allow establishing some relationship among them.

Flying capacitor converters and cascaded full-bridge converters that have the same number of levels also have the same number of controlled switches, and the number of redundant switching states follows the same profile. In addition, the switching laws, derived from (2.20) and (2.31), have also the same form in both topologies. Consequently, it is possible to adapt the trigger generator of a flying capacitor converter to be used with a cascaded full-bridge converter with the same number of levels, and vice versa.
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If expressions in (2.20) and (2.31) are compared then following corrections are needed to trigger a cascaded full-bridge converter by means of a trigger generator of a flying capacitor converter:

1. The desired output level in the cascaded full-bridge converter $v_{sk}^k$ must be shifted by its number of cells $B^k$.
2. Next, the trigger signals provided by the generator $T_{ki}^k$ must be divided into two groups:
   
   (a) The first group $T_{Li}^k$ will drive the left branch switches of the cascaded full-bridge converter.

(b) The inverse signals of the second group $T_{Ri}^k$ will drive the right branch switches of the converter.

The switching laws of both topologies do not make distinctions among switches, therefore it does not matter how the signals are grouped and assigned to the transistors in each cell. Figure 2.4a shows a block diagram of the adaptation technique. Obviously, the switching strategy for capacitor balancing in the flying capacitor topology is useless in a cascaded full-bridge converter; therefore, the switching strategy must be updated taking into account the particular transistor trigger signal assignment. As Figure 2.4b shows, the inverse process is similar:
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Table 2.6

<table>
<thead>
<tr>
<th>Flying capacitor converter</th>
<th>Cascaded full-bridge converter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_{sk}^k)</td>
<td>(T_{L1}^k) (T_{L2}^k) (T_{R1}^k) (T_{R2}^k) (v_{sk}^k)</td>
</tr>
<tr>
<td>0</td>
<td>0 0 0 0 -2</td>
</tr>
<tr>
<td>1</td>
<td>1 0 0 0 -1</td>
</tr>
<tr>
<td>1</td>
<td>0 1 0 0 -1</td>
</tr>
<tr>
<td>1</td>
<td>0 0 1 0 -1</td>
</tr>
<tr>
<td>1</td>
<td>0 0 0 1 -1</td>
</tr>
<tr>
<td>2</td>
<td>1 1 0 0 0</td>
</tr>
<tr>
<td>2</td>
<td>1 0 1 0 0</td>
</tr>
<tr>
<td>2</td>
<td>1 0 0 1 0</td>
</tr>
<tr>
<td>2</td>
<td>0 1 1 0 0</td>
</tr>
<tr>
<td>2</td>
<td>0 1 0 1 0</td>
</tr>
<tr>
<td>2</td>
<td>0 0 1 1 0</td>
</tr>
<tr>
<td>3</td>
<td>1 1 1 0 1</td>
</tr>
<tr>
<td>3</td>
<td>1 1 0 1 1</td>
</tr>
<tr>
<td>3</td>
<td>1 0 1 1 1</td>
</tr>
<tr>
<td>3</td>
<td>0 1 1 1 1</td>
</tr>
<tr>
<td>4</td>
<td>1 1 1 1 2</td>
</tr>
</tbody>
</table>

1. The desired output level in the flying capacitor converter \(v_{sk}^k\) must be shifted by the negative number of cells \(-B^k\).

2. Next, the trigger signals corresponding to the transistors in the right branch of the full-bridge converter \(T_{Ri}^k\) must be inverted.

3. Finally, the trigger signals for the flying capacitor converter \(T_{ki}^k\) are obtained by grouping all the resulting trigger signals.

It does not matter how the signals are grouped and assigned to the power switches. Table 2.6 verifies the proposed technique with two five-level converters. It compares the trigger signals \(\{T_{1i}^k, T_{2i}^k\}\) and \(\{T_{3i}^k, T_{4i}^k\}\) corresponding to the flying capacitor converter with trigger signals \(\{T_{L1i}^k, T_{L2i}^k\}\) and \(\{T_{R1i}^k, T_{R2i}^k\}\) of the cascaded full-bridge converter. Both topologies have the same number of transistors, and the levels that differ by two units \((B^k = 2)\) have equivalent switching states. A similar table and the same conclusion would be obtained if other groups of signals were compared.

Expression in (2.9) is the same as (2.20) related to a flying capacitor converter with an additional constraint. Therefore, a trigger generator designed for diode-clamped converters, which implements (2.10), can be used with a flying capacitor converter with the same number of levels. And, consequently, it can also be adapted to be used with a
cascaded full-bridge converter. Nevertheless, since the diode-clamped converter does not have per-phase redundancy, if its trigger generator is used with a flying capacitor or with a cascaded full-bridge converter then it is not possible to take advantage of per-phase redundancy present in those topologies. Hence, capacitor balancing, current control of dc sources and switch loss balancing must be carried out by using alternative methods. As Figure 2.5 shows, a trigger generator for a diode-clamped converter can be directly used with a flying capacitor converter, and it only needs a few adaptations to be used with a cascaded full-bridge converter. The inverse operation is not possible. The trigger signals for a flying capacitor converter or a cascaded full-bridge converter cannot be adapted to a diode-clamped converter because the extra constraint present in the switching law of the latter converter is not observed by the trigger generators designed for the former converters.

Figure 2.5 shows the simulation results of using a trigger generator for a diode-clamped converter with flying capacitor and cascaded full bridge converters. Capacitors have been substituted with dc sources to avoid voltage imbalances. 100 V dc sources have been used. The first plot is the converter output level $v_s^k$ provided by the multilevel modulator. Second plot is the PWM output voltage (thick line) corresponding to a five-level diode-clamped converter. It has been obtained with the trigger signals (thin lines), $T_1^k$, $T_3^k$, $T_2^k$ and $T_4^k$, that have been calculated by means of (2.10). Third plot is the output voltage $V_s^k$ (thick line) of a five-level flying capacitor converter when the trigger generator for the diode-clamped converter is used with it. As Figure 2.5(a) shows, the same trigger signals (thin lines) are directly used. Last plot is the output voltage $V_s^k$ (thick line) of a five-level cascaded full-bridge converter when the trigger generator for the diode-clamped converter has been adapted to be used with it. The reference output level has been shifted to fit
Figure 2.6: Simulation results of using a trigger generator for a diode-clamped converter with a flying capacitor and a cascaded full-bridge converter.
the output voltage in the range $[-200 \text{ V}, 200 \text{ V}]$. The four trigger signals (thin lines), $T_{L2}^k$, $T_{L1}^k$, $T_{R2}^k$ and $T_{R1}^k$, have been adapted using the scheme in Figure 2.5b. The output voltages of all multilevel converters are equal, which validates the proposed adaptation techniques.

2.6 Conclusion

In this chapter the per-phase switching state redundancy in the three main multilevel topologies has been studied. Contributions of the chapter include new expressions to calculate the number of redundant switching states of each output level in the diode-clamped, flying capacitor and cascade full-bridge topologies, and the switching laws for triggering them. Those laws have been used to study the relationships among the trigger generators of the multilevel topologies concluding that:

- The trigger generator of a diode-clamped converter can be used with a flying capacitor or a cascaded full-bridge converter sacrificing their per-phase redundancy. The inverse task is not possible.

- The trigger generator for a flying capacitor converter can be adapted to be used with a cascaded full-bridge converter and vice versa.

Contributions of the chapter have been published in a journal [117].
Chapter 3

Implementation of Multilevel SVPWM Algorithms

Abstract — The modulation process in multilevel converters requires controlling a high number of active power switches. Concurrent processing capability of FPGAs makes them suitable for hardware implementation of modern SVPWM algorithms. The chapter addresses the implementation in an FPGA of two very efficient three-phase multilevel SVPWM algorithms. Both algorithms have been first analyzed and later described in VHDL, partly hand-coded and partly automatically generated. Both implementations are compared in terms of complexity and logic resources required. Finally, they are tested with an NPC inverter feeding an induction motor.

3.1 Introduction

Classical two-level pulse-width modulation (PWM) algorithms can be readily implemented by using on-board PWM channels available in many commercial digital signal processors (DSPs). At present, for more than two-levels, DSPs having appropriate built-in PWM units enough to control the large amount of switches used by multilevel converters are not available in the market. A software implementation of these PWM units is very time consuming and it requires a fast and expensive DSP to carry out the modulation and control of the converter. An architecture where a programmable logic device (PLD) carries out the modulation task and the DSP implements the control strategy is better suited for multilevel converters [9]. Thus, cheap DSP and PLD are needed. Usually, the switching vectors and the switching times are calculated in the DSP. Next, this information is then transferred to a PLD which operates at a higher clock frequency and can make the transitions of the switching state on a nanosecond time scale. In a practical implementation, the DSP and PLD clocks are tied together by a PLD circuit which divides its clock and sends a clock signal to the DSP on the microsecond time scale. Exact details of this process can be found in the literature [80, 138]. Besides the zero-order hold effect, there is a one-sample delay effect which is caused by the fact that the DSP will take some time to determine the levels and switching times. The computed duty cycle is used in the following switching period causing a lag between the duty cycle and the switching state.

Research work included in this chapter has been published in the journal IEEE Transactions on Industrial Electronics [137].
This effect is negligible for high switching frequencies.

Among PLDs, the field-programmable gate arrays (FPGAs) reached a level of maturity that made them the choice for implementation in many fields [139]. Recent applications of FPGAs in industrial electronics include mobile robot path planning and intelligent transportation [140–144], current controlling applied to power converters [142–144], real-time hardware-in-the-loop testing for control design [145], controller implementation [146–149], separating and recovering independent source signals [150], and neural computation [151].

Digital controllers using a microprocessor together with an FPGA have been demonstrated in previous works [152–157]. The implementation in an FPGA of a space vector pulse-width modulation (SVPWM) control for a two-level inverter has been described in detail in [158] and [159]. An FPGA was also proposed in [160] to control a three-level neutral-point clamped (NPC) inverter in wind turbine applications.

The contribution of the chapter is the study of the hardware implementation of two well-known multilevel three-phase SVPWM techniques. One is the three-dimensional (3D) modulation algorithm proposed by Prats et al. in [81], which does not take into account per-phase switching state redundancy; and the other is the two-dimensional (2D) modulation algorithm presented by Celanovic and Boroyevich in [72], which takes it into account. Both are very efficient modulation techniques for multilevel three-phase converters. They calculate switching vectors and dwell times by means of simple addition and comparison operations, without using angles, trigonometric functions or precomputed tables. Such very low complexity and computational cost make them very suitable for real-time implementation in low-cost devices. Both SVPWM algorithms are analyzed and described in very-high-speed integrated circuit hardware description language (VHDL) to carry the implemented into an FPGA. Matlab Simulink and System Generator for Simulink tools [161, 162], as well as Foundation ISE tools [163], are used to develop all the tasks involved. Both implementations are compared in terms of complexity and FPGA resources needed. An NPC voltage-source inverter (VSI) is used to test them.

This chapter is organized as follows. Section §3.2 analyzes both SVPWM algorithms. In section §3.3 the algorithms are organized in functional blocks. Section §3.4 describes the hardware implementation of each functional block. Section §3.5 shows the architecture of the experimental setup and gives some testing results. Section §3.6 is the conclusion of the chapter.

### 3.2 Space Vector PWM Algorithms

Algorithms proposed by Prats et al. [81] and Celanovic and Boroyevich [72] are two SVPWM algorithms which approximate the reference vector \( \mathbf{V}_r = [V_{r a}, V_{r b}, V_{r c}]^T \) from a sequence of vectors selected by the discrete set of switching vectors that can be generated by the converter. Both algorithms can be applied to converters with any number of levels in which the output voltage vector \( \mathbf{V}_{s j} = [V_{sja}, V_{sjb}, V_{sjc}]^T \) can be written as:

\[
\mathbf{V}_{s j} = \mathbf{v}_{s j} V_{dc}, \quad \mathbf{v}_{s j} \in \mathbb{Z}^3
\]  

(3.1)

where \( V_{dc} \) is the output voltage step of the converter and \( \mathbf{v}_{s j} = [v_{sja}, v_{sjb}, v_{sjc}]^T \) is the switching vector corresponding to the output vector \( \mathbf{V}_{s j} \). This expression is fulfilled for the three multilevel topologies studied in chapter §2, therefore, both modulation algorithms
can be used with the diode-clamped, the flying capacitor and the cascaded full-bridge converters.

The 2D SVPWM algorithm in [72] guarantees that the line-to-line voltage reference is equal to the averaged line-to-line converter voltage output:

\[
\begin{bmatrix}
V_{r}^{a} - V_{r}^{b} \\
V_{r}^{b} - V_{r}^{c} \\
V_{r}^{c} - V_{r}^{a}
\end{bmatrix} = \frac{1}{T} \sum_{j} \begin{bmatrix}
V_{s_{j}}^{a} - V_{s_{j}}^{b} \\
V_{s_{j}}^{b} - V_{s_{j}}^{c} \\
V_{s_{j}}^{c} - V_{s_{j}}^{a}
\end{bmatrix} T_{j}
\] (3.2)

where \( T \) is the switching period and \( T_{j} \) is the switching time corresponding to \( V_{s_{j}} \). The homopolar component of the reference is not taken into account; therefore, the line-to-neutral voltage of the reference and the output can be different. Hence, this algorithm is only useful for inverters feeding a load in delta connection or with floating neutral.

The 3D SVPWM algorithm in [81] assures that the line-to-neutral voltage reference and the averaged line-to-neutral converter output voltage are equal:

\[
\begin{bmatrix}
V_{r}^{a} \\
V_{r}^{b} \\
V_{r}^{c}
\end{bmatrix} = \frac{1}{T} \sum_{j} \begin{bmatrix}
V_{s_{j}}^{a} \\
V_{s_{j}}^{b} \\
V_{s_{j}}^{c}
\end{bmatrix} T_{j}.
\] (3.3)

This algorithm takes into account the homopolar component of the reference; therefore it is well suited for inverters connected to a load with connected neutral. However, it can be used with the inverter feeding the same loads as the 2D algorithm, but underutilizing the capabilities of the dc bus, because the algorithm does not inject the proper homopolar component which allows extending the modulation index range.

The 2D algorithm takes its name from the fact that the phase vectors can be represented in a 2D space if their homopolar component is obviated. The 2D algorithm by Celanovic and Boroyevich uses the following transformation:

\[
\begin{bmatrix}
V_{r}^{a} \\
V_{r}^{b} \\
V_{r}^{c}
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
2 & -1 & -1 \\
-1 & 2 & -1
\end{bmatrix} \begin{bmatrix}
V_{r}^{a} - V_{r}^{b} \\
V_{r}^{b} - V_{r}^{c} \\
V_{r}^{c} - V_{r}^{a}
\end{bmatrix}.
\] (3.4)

The set of output vectors that the converter is able to generate inside the control space determines the region where the reference vector can be synthesized. When the reference vector lies outside this control region, it is in the overmodulation zone and it cannot be approximated accurately. Figure 3.1 shows these control regions of both algorithms: a hexagon in the 2D case and a hexahedron in the 3D case.

Since both SVPWM algorithms try to approximate a reference vector by using a set of switching vectors inside the control region, they follow the same main steps:

1. Placing the reference vector in the control space.

2. Searching the nearest space vectors to the reference vector; three vectors in the 2D algorithm and four ones in the 3D algorithm.
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3. Calculating the switching time of each switching vector.
4. Translating the switching vectors in trigger signals.
5. Inserting dead times into the trigger signals.

All these steps must be repeated in each switching cycle.

The 3D SVPWM modulation problem has a unique solution, and the 3D algorithm provides this solution with sorted vectors so that the number of switchings between two consecutive elements is minimized. The 2D SVPWM algorithm does not have this characteristic because there are several line-to-neutral voltage combinations that provide the same line-to-line voltage output. That is, each 2D vector in the $gh$ coordinate system corresponds to several switching vectors in the $abc$ coordinate system. Relationship between both frames is given by \cite{72}

$$
\begin{bmatrix}
  v_{s_d}^j \\
v_{s_b}^j \\
v_{s_c}^j
\end{bmatrix} =
\begin{bmatrix}
n \\
n - v_{s_d}^g \\
n - v_{s_d}^g - v_{s_b}^g
\end{bmatrix}, \quad n \in \mathbb{Z}. \quad (3.5)
$$

Such property allows the 2D SVPWM algorithm to manage joint-phase redundancy by means of the index $n$. Nevertheless, the redundant switching state selection, i.e., the selection of $n$, is not addressed in \cite{72}. In addition, the algorithm does not provide the switching vectors in any particular order. Therefore, an algorithm to select and put in order the switching vector sequence is needed.

3.3 Implementation Design

3.3.1 Specifications

Both SVPWM algorithms have been described in VHDL for the NPC inverter in Figure 3.2. The switching frequency of the inverter can be selected in both implementations, as 2.5, 5.0, 7.5 and 10 kHz, by means of the input signal $f_s$. Vector reference is provided in the $dq$ frame; hence the input signals are the vector components $v_r^d$ and $v_r^q$ and the angle
of the rotating frame $\theta$. Finally, the modulator output signals are twelve trigger signals corresponding to the power switches of the NPC inverter. A symmetrical arrangement of the pulses in the switching period is carried out to get a good spectral output.

After analyzing similarities and differences between both algorithms, they have been organized as shown in the block diagrams in Figure 3.3. The functional description of the blocks is detailed below. Bit number of signals and hardware implementation concerning each block will be discussed in the next section.

3.3.2 Description of the 2D SVPWM Algorithm Components

Figure 3.3a shows the block diagram designed for the 2D algorithm, which includes the following components: freq, dq2gh, 2DSVM, gh2abc, PWM3, and dead_time.

Component freq

The user can select one of four modulator switching frequencies available by means of the input signal $f_s$. The selected frequency defines the needed values for the switching period $T$ and the dead time $T_d$. A dead time of 5% of the switching period was used.

Component dq2gh

This element carries out the following $dq/gh$ transformation of the reference vector $[v_r^d, v_r^q]^T$ from the rotational frame to the stationary frame

$$
\begin{bmatrix}
  v_r^g \\
  v_r^h
\end{bmatrix} = \begin{bmatrix}
  \sqrt{3} & -1 \\
  0 & 2
\end{bmatrix} \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  v_r^d \\
  v_r^q
\end{bmatrix}.
$$

(3.6)

Component 2DSVM

This component is the heart of the system. It determines the nearest three vectors $[v_s^g, v_s^h]^T$, $[v_s^g, v_s^h]^T$ and $[v_s^g, v_s^h]^T$ to the reference vector $[v_r^g, v_r^h]^T$ in the gh frame and calculates their corresponding switching times [72].
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Figure 3.3: Implementation diagrams of the SVPWM algorithms.

(a) 2D SVPWM algorithm.

(b) 3D SVPWM algorithm.
3.3. IMPLEMENTATION DESIGN

This component transforms back the three nearest vectors from the \( gh \) to the \( abc \) frame. This is achieved by evaluating the expression in \([3.5]\). This expression has multiple solutions; therefore, the following algorithm was developed to obtain a vector sequence that minimizes the number of switchings. The twenty four triangular regions have been joined in the six highlighted groups shown in Figure 3.4. The vector sequence starts with the boxed vector of the group, and it is tailored with adjacent vectors. That is, \( [v_s^a, v_s^b, v_s^c]_1^T \) is the boxed vector and vectors \( [v_s^a, v_s^b, v_s^c]_2^T \) and \( [v_s^a, v_s^b, v_s^c]_3^T \) are taken in accordance with the arrow inside the region. The following component \( \text{PWM3} \) generates a symmetrical sequence that starts and ends with the same vector, therefore, there are no additional switchings when the reference vector changes between triangular regions that belong to the same group, but it only adds two extra switchings when the reference changes to the next group. Therefore, this vector selection method minimizes the number of switchings when the reference vector stays inside a region as well as when it changes the region.

Component \( \text{PWM3} \)

It arranges the three vectors of the sequence in a symmetrical way into the switching period. The sequence generated is the following:

1st: \( [v_s^a, v_s^b, v_s^c]_1^T \rightarrow T_1/4 \)
2nd: \( [v_s^a, v_s^b, v_s^c]_2^T \rightarrow T_2/2 \)
3rd: \( [v_s^a, v_s^b, v_s^c]_3^T \rightarrow T_3/2 \)
4th: \( [v_s^a + 1, v_s^b + 1, v_s^c + 1]_1^T \rightarrow T_1/2 \)
5th: \( [v_s^a, v_s^b, v_s^c]_3^T \rightarrow T_3/2 \)

Figure 3.4: Switching vector sequence selection.
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3.3.3 Description of the 3D SVPWM Algorithm Components

After that, it generates the six PWM signals corresponding to each complementary pair of switches.

Component dead_time

Finally, this circuit generates the trigger signal for each power switch, introducing the proper dead time to give each insulated-gate bipolar transistor (IGBT) enough time to switch off, before its complementary one is switched on. This is done, as shown in Figure 3.5, by delaying the rising edges of the trigger signals by the time $T_d$.

After that, it generates the six PWM signals corresponding to each complementary pair of switches.

Component freq

It is the same block used in the 2D SVPWM algorithm for the selection of the switching frequency that calculates the switching period $T$ and the dead time $T_d$.

Component dq2abc

This component implements the following $dq/abc$ transformation:

$$
\begin{bmatrix}
  v_r^a \\
  v_r^b \\
  v_r^c
\end{bmatrix}
= \begin{bmatrix}
  1 & 0 & 0 \\
  -\frac{1}{2} & \frac{\sqrt{3}}{2} & 0 \\
  -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 0
\end{bmatrix}
\begin{bmatrix}
  v_r^d \\
  v_r^s \\
  v_r^q
\end{bmatrix}.
$$

Component 3DSVM

This component finds the four nearest switching vectors, $[v_{s1}^a, v_{s1}^b, v_{s1}^c]^T$, $[v_{s2}^a, v_{s2}^a, v_{s2}^b]^T$, $[v_{s3}^a, v_{s3}^b, v_{s3}^c]^T$ and $[v_{s4}^a, v_{s4}^b, v_{s4}^c]^T$, to the reference vector and calculates their corresponding switching times. This problem has a unique solution, and the resulting sequence minimizes the number of switchings. Thus, no extra circuits like gh2abc are needed.
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Component PWM4

This block is very similar to the PWM3 but working with four input vectors instead of three. It arranges the vectors in a symmetrical way into the switching period and generates the six PWM signals corresponding to each complementary pair of IGBTs. The sequence generated is the following:

1st: \([v_{s1}^a, v_{s1}^b, v_{s1}^c]^T \rightarrow T_1/2\)
2nd: \([v_{s2}^a, v_{s2}^b, v_{s2}^c]^T \rightarrow T_2/2\)
3rd: \([v_{s3}^a, v_{s3}^b, v_{s3}^c]^T \rightarrow T_3/2\)
4th: \([v_{s4}^a, v_{s4}^b, v_{s4}^c]^T \rightarrow T_4\)
5th: \([v_{s3}^a, v_{s3}^b, v_{s3}^c]^T \rightarrow T_3/2\)
6th: \([v_{s2}^a, v_{s2}^b, v_{s2}^c]^T \rightarrow T_2/2\)
7th: \([v_{s1}^a, v_{s1}^b, v_{s1}^c]^T \rightarrow T_1/2\).

Component dead_time

This is the same component used in the 2D algorithm to generate the twelve trigger signals inserting the corresponding dead times.

3.4 Hardware Implementation

The Digilent S3 board was used to implement both algorithms. This board hosts a XC3S200 FPGA from Xilinx, which has 4,320 logic cells, each constituted by two 16 × 1 lookup tables (LUTs) and two flip-flops. This FPGA also has twelve 18 × 18 hardware multipliers, as well as twelve 18 kb block random access memories (BRAMs).

Although FPGAs allow a great degree of parallelism in the implementation of such algorithms, it is necessary to reduce the total amount of hardware needed, keeping the final cost at a reasonable level. Operations are done with a 10 MHz clock, which is sufficiently high frequency to achieve a real-time operation of this algorithm. Area of arithmetic circuits grows exponentially with the number of bits. Trade-off between precision and area led to choose eight bits for the input variables: \(v_r^d\), \(v_r^q\) and \(\theta\). In the worst case, when the amplitude of the reference is equal to unity, the total error because of the bit truncation is 2.52%.

3.4.1 Component Implementation

The hardware description of the components of the algorithms shown in Figure 3.3 has been hand-coded in VHDL. An exception was made with the components \(dq2gh\) and \(dq2abc\). These components have been developed in Simulink with the System Generator libraries provided by Xilinx. The VHDL code that describes these components has been automatically generated using the System Generator tool, in order to produce a correct system implementation in a short design time.
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Figure 3.6: Component freq.

Component freq

One of the four frequency and dead time pairs can be selected by means of the two-bit signal $f_s$. Signals $T$ and $T_d$ are integer numbers that express the switching period and the dead time in microseconds. Signal $T$ is ten bits wide, which allows periods of up to 1023 $\mu$s, i.e., 977.5 Hz. $T_d$ is a six-bit signal, which allows defining a dead time up to 63 $\mu$s. The modulator switching period $T$ and the corresponding dead time $T_d$ are selected by means of a four-channel multiplexer, as shown in Figure 3.6.

Components dq2gh and dq2abc

They both implement transformations (3.6) and (3.7) from the rotating to the stationary frames. Figure 3.7 shows the Simulink models used to describe the components and to generate the corresponding VHDL description files.

Internal arithmetic operations are done with adequate precision using fixed-point number representation and the two’s complement format. The fractional part of the final result was rounded to eight bits in order to calculate the switching times with adequate accuracy in the components 2DSVM and 3DSVM. For an $N$-level inverter, in the 2D SVPWM algorithm, the integer part of the results takes values from $-(N - 1)$ to $(N - 1)$ while in the 3D SVPWM algorithm it is in the range from 0 to $(N - 1)$. Therefore, three and two bits are necessary to represent the integer part, respectively. Consequently, the output signals in the 2D case are eleven bits wide and the output signals in the 3D case are ten bits wide. Both blocks could be used without any modification for an NPC inverter of up to five levels. If the number of levels increases then more bits would be needed to represent properly these signals.

The sine and cosine operations have been implemented by means of a table stored in a memory. 256 points of the sinusoidal waveform have been stored with eight bits of resolution. In order to store these data a $256 \times 8$ memory is needed; therefore, a BRAM was used to take advantage of the FPGA hardware resources.
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Components 2DSVM and 3DSVM

Both elements have been implemented strictly following the algorithm descriptions given in [72] and [81] by means of simple arithmetic and comparison operations.

The nearest vectors and unit switching times are calculated from the integer and the fractional part of the reference, respectively. Therefore, the signals corresponding to the vector components have three bits in the 2D algorithm and two bits in the 3D algorithm; and the unit switching times are eight bits wide.

The integer and fractional parts of the references can be done by the proper bit extraction from the fixed point number. Corrections have been done in the case of negative numbers in the 2D algorithm. Figure 3.8 shows the flow diagrams of the VHDL description and the bit extraction operations.

Component gh2abc

Figure 3.9 shows the flow diagram utilized for the VHDL description of this block in accordance with Figure 3.4. As shown previously, the output signals of the component have two bits which are enough to represent the three levels of the inverter.
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\[(G,H) = \text{integer}(V_g, V_h)\]
\[(g,h) = (V_g-G, V_h-H)\]

(a) Component 2DSVM.

(b) Component 3DSVM.

Figure 3.8: Flow diagram of the VHDL description of the modulation components.

Figure 3.9: Flow diagram of the VHDL description of the gh2abc component.
3.4. HARDWARE IMPLEMENTATION

Figure 3.10: Implementation diagram of the component PWM4.

Components PWM3 and PWM4

Figure 3.10 shows the component PWM4 implementation. The implementation of the component PWM3 is very similar. But, in this case unit time $T_4$ is not needed and the fourth vector is internally generated as

$$[v_s^a, v_s^b, v_s^c]^T = [v_s^a + 1, v_s^b + 1, v_s^c + 1]^T. \quad (3.8)$$

The block sequence compares the switching time corresponding to each vector with the value of a counter to generate the vector index ($idx$) corresponding to each time interval. The 50 MHz master clock of the S3 board was divided using the digital clock manager of the FPGA in order to obtain a 10 kHz clock. That clock allows generating the PWM signals with a time precision of 0.1 $\mu$s. Due to the fact that vector times are eight bits wide, then the maximum switching frequency available in this system is 39.2 kHz. Without the frequency division of the master clock, the maximum switching frequency could be increased five times, up to 196 kHz. The output of the multiplexer is the space vector that must be generated by the inverter at a particular time.

The level of each phase in the corresponding trigger signals is translated by the component Level to trigger signal, which implements (2.10). As it was shown in the previous chapter, this translation depends on the converter topology; therefore, this block must be redesigned if an inverter different from the NPC (with the same number of levels) is used. It is not necessary to modify the rest of components because both modulation algorithms do not depend on the topology.

Component dead_time

This block generates the inverse of the trigger signals adding the corresponding dead time. It was implemented using an edge detector together with a counter working as a timer in order to delay the rising edges of the trigger signals as shown in Figure 3.11.
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3.4.2 Resources

All circuits were combined in a top file according to Figure 3.3. Finally, the whole system was synthesized and implemented in the XC3S200 FPGA through the use of the Xilinx Foundation ISE tools, which are specific for these tasks.

Table 3.1 compares the FPGA logic resources used to implement both algorithms. In our implementation, both algorithms use only one BRAM to generate the sine and cosine functions, but the 2D algorithm uses half flip-flops and two hardware multipliers less than the 3D algorithm. This is because the first algorithm works with only three 2D vectors, instead of the four 3D vectors of the second algorithm. Although the 2D algorithm works with fewer vectors represented with fewer bits, both implementations use similar number of slices (logic blocks) and LUTs. This is due to the need for an extra task to select the generating vectors in the 2D algorithm (component gh2abc). Consequently, the 3D algorithm is easier to implement but uses more logical resources of the FPGA.

In order to extend the proposed implementation to a higher level inverter, many considerations have to be taken into account. The implementation of the component freq is independent of the inverter topology; therefore, it can be used without any modification. Components dq2gh, dq2abc, 2DSVM and 3DSVM only need slight modifications in order to adapt the bit number of the signals to the level number of the inverter. Resources used by those components grow in a stepwise manner with the number of levels. In fact, they could be directly used for a five-level topology. Components PWM3, PWM4 and dead_time have to be extended in order to generate additional PWM signals for extra IGBTs of the inverter. Therefore, resources used by the additional components grow almost linearly with the number of levels of the NPC inverter. Nevertheless, the component gh2abc was specifically designed for a three-level inverter, and therefore it needs a major revision.

3.5 Experimental Results

Figure 3.12 shows the FPGA outputs, corresponding to the trigger signals for the 2D and 3D algorithms when \( v_r^d = 0.6, v_r^q = 0, \) and \( \theta = 100^\circ \). Vector sequence corresponding to this case and the rising edge delay because of the dead time can be seen in the figure.

Both FPGA implementations were tested with a three-level NPC inverter driving a star connected induction motor with isolated neutral. A 220/380 V, 1.420 r/min, 1.35 kW rated motor was used. According with the motor characteristics a dc bus of 300 V was selected. Figure 3.13a shows a diagram of the experimental setup. The inverter is controlled in open loop in the rotating \( dq \) frame. The controller was implemented in a DSPACE
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Figure 3.12: Trigger signals.
Table 3.1
Resources summary.

<table>
<thead>
<tr>
<th>Target Device : xc3s200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Flip Flops: 744 out of 3,840 19%</td>
</tr>
<tr>
<td>Number of occupied Slices: 1,547 out of 1,920 80%</td>
</tr>
<tr>
<td>Total Number 4 input LUTs: 2,702 out of 3,840 70%</td>
</tr>
<tr>
<td>Number of bonded IOBs: 41 out of 173 23%</td>
</tr>
<tr>
<td>IOB Flip Flops: 37</td>
</tr>
<tr>
<td>Number of Block RAMs: 1 out of 12 8%</td>
</tr>
<tr>
<td>Number of MULT18X18s: 10 out of 12 83%</td>
</tr>
<tr>
<td>Number of GCLKs: 4 out of 8 50%</td>
</tr>
<tr>
<td>Number of Startups: 1 out of 1 100%</td>
</tr>
<tr>
<td><strong>Total equivalent gate count for design:</strong> 133,126</td>
</tr>
</tbody>
</table>

(a) 2D SVPWM implementation.

<table>
<thead>
<tr>
<th>Target Device : xc3s200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Flip Flops: 1,519 out of 3,840 39%</td>
</tr>
<tr>
<td>Number of occupied Slices: 1,438 out of 1,920 74%</td>
</tr>
<tr>
<td>Total Number 4 input LUTs: 2,120 out of 3,840 55%</td>
</tr>
<tr>
<td>Number of bonded IOBs: 41 out of 173 23%</td>
</tr>
<tr>
<td>IOB Flip Flops: 37</td>
</tr>
<tr>
<td>Number of Block RAMs: 1 out of 12 8%</td>
</tr>
<tr>
<td>Number of MULT18X18s: 12 out of 12 100%</td>
</tr>
<tr>
<td>Number of GCLKs: 4 out of 8 50%</td>
</tr>
<tr>
<td>Number of Startups: 1 out of 1 100%</td>
</tr>
<tr>
<td><strong>Total equivalent gate count for design:</strong> 145,551</td>
</tr>
</tbody>
</table>

(b) 3D SVPWM implementation.

DS1103 PPC Controller Board. The communication link between the DSPACE board and the FPGA uses a data bus of 3 × 8 bits. Synchronization is made using the switching frequency clock. Every falling edge, the controller calculates a new set of references and writes them on the bus. New data is read by the FPGA on the following rising edge of the clock. Figure 3.13b shows a photograph of the whole system used in the test, including the power converter, the FPGA board, and a personal computer.

Figure 3.14 depicts line-to-line voltages and load neutral voltages measured with both implementations. The filtered neutral voltage is shown in Figure 3.15. Voltages are measured with respect to the midpoint of the dc bus in the points displayed in Figure 3.2. As expected, the line-to-line voltages are very similar in both cases and differences are in the neutral voltage \( V_n \). The filtered \( V_n \) in the 3D SVPWM algorithm is nearly zero because this algorithm does not inject an homopolar component in the phase voltages. On the contrary, the homopolar component injected by the 2D SVPWM algorithm produces voltage fluctuations in the neutral point voltage of the load.

3.6 Conclusion

The contributions of the chapter are the analysis and implementation of a 2D and a 3D multilevel SVPWM algorithms. The 3D technique provides a sorted sequence with four space vectors, which minimizes the number of switchings. Nevertheless, it does not take
3.6. CONCLUSION

(a) Diagram.

(b) Photograph.

Figure 3.13: Experimental test setup.

(a) 2D SVPWM algorithm.

(b) 3D SVPWM algorithm.

Figure 3.14: Experimental results. Ch1: \( V_s^a - V_s^b \); Ch2: \( V_s^b - V_s^c \); Ch3: \( V_s^c - V_s^a \); Ch4: \( V_n \).
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(a) 2D SVPWM algorithm. 

(b) 3D SVPWM algorithm.

Figure 3.15: Neutral voltage. Ch3: filtered $V_n$; Ch4: $V_n$.

into account per-phase switching state redundancy present in converters supplying loads with isolated neutral point. The 2D technique can manage such redundancy. It provides a sequence with three space vectors, but unlike its counterpart, this sequence does not have a particular order. Consequently, this modulation technique requires selecting the switching state from space vectors, and sorting the switching vector sequence. A new method to achieve this in three-level converters was developed.

Both SVPWM algorithms have been implemented in a FPGA for a three-phase NPC inverter. Since both algorithms follow similar steps, their implementations have been structured using similar functional blocks. The main difference between them is due to the fact that the 2D algorithm requires an extra block to carry out the redundant switching state selection. Hence, the 3D algorithm needs fewer components and it is easier to implement than its counterpart.

Research work included in this chapter has been published in a journal [137].
Chapter 4
Multilevel Multiphase SVPWM Algorithm

Abstract — The chapter presents a SVPWM algorithm for multilevel multiphase voltage source converters. This algorithm is formulated in a multidimensional space and it is based on a two-level multiphase SVPWM algorithm. This two-level algorithm is also developed in the chapter. The new SVPWM algorithm can be applied to the classical multilevel topologies; it has low computational complexity and it is suitable for online implementation. It was implemented in an FPGA and it was tested in laboratory with a five-level five-phase VSI. Since the algorithm is formulated for a generic number of phases, it was also particularized for the usual three-phase converters with three and four legs.

4.1 Introduction

In three-phase systems, the space vector pulse-width modulation (SVPWM) technique has a great acceptance and has been deeply studied. In fact, there are available in literature very efficient multilevel algorithms that can be easily implemented in hardware devices [72, 81] as it was shown in chapter 83. The situation is very different in multiphase systems where the SVPWM has not been studied much. In fact there is not available any modulation algorithm for multilevel converters suitable for online implementation.

In this chapter a novel SVPWM algorithm that can be used with any number of levels or phases is developed. This algorithm is the result of the two main contributions of the chapter:

• The demonstration that a multilevel multiphase modulator can be realized from a two-level multiphase modulator.

• The development of a new two-level multiphase SVPWM algorithm.

The two-level concept is not new, it has been successfully used in multilevel three-phase systems [91, 95]. The new two-level multiphase SVPWM algorithm has been developed in

The algorithm presented in the chapter has been published in the journal IEEE Transactions on Industrial Electronics [164]. Its particularization for three phase converters has been presented at the IEEE Industrial Electronics Society Conference 2008 (IECON’08) [165, 166]. A demo of the new modulation technique will be included in the SimPowerSystems library [167] of Simulink in Matlab R2009a.
a multidimensional space [115] to avoid the change of reference carried in algorithms that use the decomposition of voltage vectors in multiple dq planes [96–100]. The combination of both ideas provides a generic algorithm with a low computational cost that can be implemented in real-time.

The new multilevel multiphase SVPWM algorithm was implemented in a low-cost field-programmable gate array (FPGA) and it was verified with a five-level five-phase cascaded full-bridge inverter. Since the algorithm can be used with any number of phases, it can be also applied to the classical three-phase converters. Hence, it was particularized for three-phase converters with three and four legs.

This chapter is organized as follows. Section §4.2 describes the mathematical justification of the SVPWM algorithm in depth. This includes the problem formulation, the demonstration of multilevel modulation in multiphase systems by using the two-level concept and the development of the new two-level multiphase SVPWM algorithm. Additionally, from mathematical treatment, the new multilevel multiphase SVPWM algorithm is obtained. Section §4.3 addresses the practical implementation of the algorithm in a FPGA. In section §4.4, the implementation is verified by comparing experimental measurements with simulation results. Some experimental results are also given so as to evaluate the real performance of the implemented modulation algorithm. In section §4.5, the multilevel multiphase SVPWM algorithm is particularized for three-phase converters and compared with an existing SVPWM technique. In section §4.6, a new SVPWM algorithm for multilevel four-leg converters is presented which is the result of applying the multilevel multiphase technique to a four-phase converter. Section §4.7 includes the conclusions of this chapter.

4.2 Algorithm Development

4.2.1 Algorithm Formulation

Since the switching states of any power converter topology stay at discrete values, the SVPWM is used to approximate a particular output vector \( V_s \) by means of a sequence of switching vectors \( \{V_{s1}, V_{s2}, \ldots, V_{sl}\} \) during each modulation cycle. In order to achieve a proper synthesis of the output vector \( V_s \), each switching vector \( V_{sj} \) must be applied during an interval \( T_j \) in accordance with the following modulation law:

\[
V_s = \frac{1}{T} \sum_{j=1}^{l} V_{sj} T_j \tag{4.1}
\]

where the sum of the intervals \( T_j \) must be equal to the modulation period \( T \):

\[
\sum_{j=1}^{l} T_j = T. \tag{4.2}
\]

The reference vector gathers the reference voltages for all phases of the system, the output vector includes the output voltage of each phase and the switching vectors summarize the
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switching states of each phase of the converter

\[ V_r = [V_r^1, V_r^2, \ldots, V_r^P]^T \in \mathbb{R}^P \]  
\[ V_s = [V_s^1, V_s^2, \ldots, V_s^P]^T \in \mathbb{R}^P \]  
\[ V_{sj} = [V_{sj}^1, V_{sj}^2, \ldots, V_{sj}^P]^T \in \mathbb{R}^P. \]  

Therefore, the reference vector, the output vector and the switching vectors belong to the multidimensional space \( \mathbb{R}^P \), where \( P \) is the number of phases of the converter. The aim of the modulation algorithm is that the output voltage of the converter follows the reference voltage:

\[ V_r = V_s. \]  

As it was shown in §2.5, in the typical multilevel topologies the phase output voltage is an integer multiple of a fixed voltage step \( V_{dc} \). This voltage step together with the switching period can be used to normalize all vectors and switching times:

\[ v_r = \frac{V_r}{V_{dc}} \in \mathbb{R}^P \]  
\[ v_s = \frac{V_s}{V_{dc}} \in \mathbb{R}^P \]  
\[ v_{sj} = \frac{V_{sj}}{V_{dc}} \in \mathbb{Z}^P \]  
\[ t_j = \frac{T_j}{T}. \]

It is important to remark that the new normalized switching vectors \( v_{sj} \) now belong to the multidimensional space of integer numbers \( \mathbb{Z}^P \). If the above expressions are substituted in (4.1) and (4.2), the modulation law can be rewritten in terms of the new normalized variables as

\[ v_s = \sum_{j=1}^{l} v_{sj} t_j, \quad \sum_{j=1}^{l} t_j = 1. \]  

Expression in (4.6) can be normalized as well as

\[ v_r = v_s. \]

If (4.11) is substituted in the above equation then the following normalized modulation law is obtained:

\[ v_r = \sum_{j=1}^{l} v_{sj} t_j, \quad \sum_{j=1}^{l} t_j = 1. \]

If the reference and the switching normalized vectors are both expressed as \( v_r = [v_r^1, v_r^2, \ldots, v_r^P]^T \) and \( v_{sj} = [v_{sj}^1, v_{sj}^2, \ldots, v_{sj}^P]^T \) then (4.13) can be rewritten in matrix format as

\[
\begin{bmatrix}
1 \\
v_r^1 \\
v_r^2 \\
\vdots \\
v_r^P
\end{bmatrix} = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
v_s^1 & v_s^1 & \ldots & v_s^1 \\
v_s^2 & v_s^2 & \ldots & v_s^2 \\
\vdots & \vdots & \ddots & \vdots \\
v_s^P & v_s^P & \ldots & v_s^P
\end{bmatrix} \begin{bmatrix}
t_1 \\
t_2 \\
\vdots \\
t_l
\end{bmatrix}. \]  

The above system of linear equations constitutes the modulation law, which must be solved by the multilevel multiphase SVPWM algorithm. The problem solving includes three main steps:

1. Searching a set of integer coefficients for the matrix that permits to solve the linear system.
2. Solving the system of linear equations in order to calculate the switching times.
3. Extracting the switching vector sequence from the coefficient matrix.

The multilevel multiphase SVPWM problem can be simplified if it is decomposed into the sum of a displacement plus a two-level SVPWM problem with the same number of phases.

### 4.2.2 Algorithm Decomposition

The reference vector can be decomposed into the sum of its integer and fractional parts

\[ \mathbf{v}_r = \mathbf{v}_i + \mathbf{v}_f, \quad \mathbf{v}_i = \text{integ}(\mathbf{v}_r) \in \mathbb{Z}^P. \]  

Components of the new vector \( \mathbf{v}_i \) are integer numbers, therefore it belongs to the same space \( \mathbb{Z}^P \) of the switching vectors and it could be directly synthesized with one of them. The fractional part \( \mathbf{v}_r \) still belongs to the space \( \mathbb{R}^P \) and it cannot be directly synthesized by means of a single switching vector. It has to be approximated with a sequence of switching vectors.

Besides, a new set of switching vectors is obtained by displacing all switching vectors the distance given by \( \mathbf{v}_i \)

\[ \mathbf{v}_{dj} = \mathbf{v}_s - \mathbf{v}_i. \]  

If those vectors are expressed as

\[ \mathbf{v}_i = [v_i^1, v_i^2, \ldots, v_i^P]^T \]  
\[ \mathbf{v}_f = [v_f^1, v_f^2, \ldots, v_f^P]^T \]  
\[ \mathbf{v}_{dj} = [v_{dj}^1, v_{dj}^2, \ldots, v_{dj}^P]^T \]  

\[ \mathbf{v}_{sj} \]  

The above system of linear equations constitutes the modulation law, which must be solved by the multilevel multiphase SVPWM algorithm. The problem solving includes three main steps:

1. Searching a set of integer coefficients for the matrix that permits to solve the linear system.
2. Solving the system of linear equations in order to calculate the switching times.
3. Extracting the switching vector sequence from the coefficient matrix.

The multilevel multiphase SVPWM problem can be simplified if it is decomposed into the sum of a displacement plus a two-level SVPWM problem with the same number of phases.

### 4.2.2 Algorithm Decomposition

The reference vector can be decomposed into the sum of its integer and fractional parts

\[ \mathbf{v}_r = \mathbf{v}_i + \mathbf{v}_f, \quad \mathbf{v}_i = \text{integ}(\mathbf{v}_r) \in \mathbb{Z}^P. \]  

Components of the new vector \( \mathbf{v}_i \) are integer numbers, therefore it belongs to the same space \( \mathbb{Z}^P \) of the switching vectors and it could be directly synthesized with one of them. The fractional part \( \mathbf{v}_r \) still belongs to the space \( \mathbb{R}^P \) and it cannot be directly synthesized by means of a single switching vector. It has to be approximated with a sequence of switching vectors.

Besides, a new set of switching vectors is obtained by displacing all switching vectors the distance given by \( \mathbf{v}_i \)

\[ \mathbf{v}_{dj} = \mathbf{v}_s - \mathbf{v}_i. \]  

If those vectors are expressed as

\[ \mathbf{v}_i = [v_i^1, v_i^2, \ldots, v_i^P]^T \]  
\[ \mathbf{v}_f = [v_f^1, v_f^2, \ldots, v_f^P]^T \]  
\[ \mathbf{v}_{dj} = [v_{dj}^1, v_{dj}^2, \ldots, v_{dj}^P]^T \]  

\[ \mathbf{v}_{sj} \]
and if (4.16) is substituted in (4.14) the new expression for the modulation law is obtained

\[
\begin{bmatrix}
1
v_r^1
v_r^2
\vdots
v_r^P
\end{bmatrix}
= 
\begin{bmatrix}
0
v_i^1
v_i^2
\vdots
v_i^P
\end{bmatrix}
+ 
\begin{bmatrix}
1
\vdots
\vdots
\vdots
1
\end{bmatrix}
\begin{bmatrix}
v_d^1
v_d^2
\vdots
v_d^P
\end{bmatrix}
\begin{bmatrix}
t_1
\vdots
\vdots
\vdots
t_l
\end{bmatrix}.
\]

(4.20)

Finally, if (4.15) is written as

\[
\begin{bmatrix}
1
v_r^1
v_r^2
\vdots
v_r^P
\end{bmatrix}
= 
\begin{bmatrix}
0
v_i^1
v_i^2
\vdots
v_i^P
\end{bmatrix}
+ 
\begin{bmatrix}
1
v_f^1
v_f^2
\vdots
v_f^P
\end{bmatrix}
\begin{bmatrix}
v_d^1
v_d^2
\vdots
v_d^P
\end{bmatrix}
\begin{bmatrix}
t_1
\vdots
\vdots
\vdots
t_l
\end{bmatrix}.
\]

(4.21)

and if (4.20) and (4.21) are compared, the following relationship between the fractional part of the reference and the displaced switching vectors is obtained:

\[
\begin{bmatrix}
1
v_f^1
v_f^2
\vdots
v_f^P
\end{bmatrix}
= 
\begin{bmatrix}
1
\vdots
\vdots
\vdots
1
\end{bmatrix}
\begin{bmatrix}
v_d^1
v_d^2
\vdots
v_d^P
\end{bmatrix}
\begin{bmatrix}
t_1
\vdots
\vdots
\vdots
t_l
\end{bmatrix}.
\]

(4.22)

This new system of linear equations presents the same form as the general modulation law in (4.14). However, in this case, the components of vector \(v_f\) are bounded in the interval \([0, 1)\). Therefore, only the subset of displaced vectors with components zero or one is enough to carry out the reference approximation. Consequently, this new equation represents a two-level modulator where the reference vector is \(v_f\) and the array of switching vectors are the displaced set of switching vectors \(v_dj\). Switching times are the same in the multilevel and the two-level modulators. Figure 4.2 shows a two-dimensional (2D) example of the decomposition where vector \(v_i\) coincides with a switching vector and the subset \{[0, 0], [1, 0], [0, 1], [1, 1]\} of displaced vectors is enough to synthesize the fractional part of the reference \(v_f\).

In summary, (4.20) demonstrates that a multilevel multiphase modulator can be realized from a displacement plus a two-level modulator with the same number of phases. Figure 4.3 shows a block diagram of the proposed technique.

### 4.2.3 Two-level Multiphase SVPWM Algorithm

Once the multilevel problem has been decomposed, the two-level modulation law (4.22) has to be solved. To obtain an exactly-determined system of linear equations, the coefficient matrix of that modulation law must be a square matrix. Hence, the length \(l\) of the
switching vector sequence must be

\[ l = P + 1 \]  \hspace{1cm} (4.23)

and the particular linear system, which has to be solved, is

\[
\begin{bmatrix}
1 \\ v_f^1 \\ v_f^2 \\ \vdots \\ v_f^P
\end{bmatrix} = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\vd_1 & \vd_2 & \cdots & \vd_{P+1} \\
\vd_2 & \vd_1 & \cdots & \vd_{P+1} \\
\vd_3 & \vd_4 & \cdots & \vd_{P+1} \\
\vd_P & \vd_1 & \cdots & \vd_{P+1}
\end{bmatrix} \begin{bmatrix}
t_1 \\ t_2 \\ \vdots \\ t_{P+1}
\end{bmatrix}.
\]  \hspace{1cm} (4.24)

The objective of the two-level modulation algorithm is to find out a switching vector sequence; that is, the coefficient matrix of the system (4.24) should be filled with zeros and ones, thus allowing a subsequent system solution. Moreover, the coefficient selection must be carried out taking into account that the switching times must be always positive after the system solution.

There are many different possibilities to fill the coefficient matrix. Nevertheless, the whole power system performance depends on the method employed for calculating the coefficient matrix. In this way, switching losses are minimized if coefficients are selected in such a way that consecutive switching vectors of the switching sequence are adjacent. In other words, only one coefficient is different in two consecutive matrix columns. One possible method for calculating such matrix is detailed below.
4.2. ALGORITHM DEVELOPMENT

Equation (4.24) can be written in a shorter form as

\[
\begin{bmatrix}
1 \\
v_f
\end{bmatrix} = Dt. \tag{4.25}
\]

Finding a permutation matrix \( P \) that puts the elements of the reference vector \( v_f \) in descending order

\[
P \begin{bmatrix}
1 \\
v_f
\end{bmatrix} = \begin{bmatrix}
1 \\
\hat{v}_f
\end{bmatrix} \tag{4.26}
\]

where

\[
1 > \hat{v}_f^1 \geq \cdots \geq \hat{v}_f^{k-1} \geq \hat{v}_f^k \geq \cdots \geq \hat{v}_f^p \geq 0 \tag{4.27}
\]

and multiplying both sides of (4.25) by this permutation matrix \( P \), we obtain the following equation:

\[
\begin{bmatrix}
1 \\
\hat{v}_f
\end{bmatrix} = \hat{D}t \tag{4.28}
\]

where

\[
\hat{D} = PD. \tag{4.29}
\]

One coefficient matrix \( \hat{D} \) with adjacent consecutive columns that makes this new system of linear equations exactly determined is the following upper triangular matrix:

\[
\hat{D} = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 1 \\
0 & \cdots & 1 & 1
\end{bmatrix} \tag{4.30}
\]

As it will be shown below, the switching times obtained with this coefficient matrix are always positive.

A permutation matrix is an orthogonal matrix so \( P \) is invertible and

\[
P^{-1} = P^T. \tag{4.31}
\]

Therefore, the coefficient matrix \( D \) of the two-level modulation law can be obtained by solving (4.29) as

\[
D = P^T\hat{D}. \tag{4.32}
\]

The permutation matrix \( P \) applies a set of elementary row-switching transformations to the column vector \( v_f \). In the same manner, the inverse set of elementary row-switching transformations is applied to the matrix \( \hat{D} \) by the matrix \( P^T \) and, consequently, the number of ones and zeros in each column does not change. Hence, the switching number is minimized because consecutive vectors of the sequence are still adjacent after the transformation.
Due to the fact that the solution $t$ is the same for both linear systems, \( (4.25) \) and \( (4.28) \), it can be calculated by using either of them. The second option seems the best choice because, in this case, the solution is trivial as shown below:

\[
t_j = \begin{cases} 
1 - \hat{v}_f^1, & \text{if } j = 1 \\
\hat{v}_f^{j-1} - \hat{v}_f^j, & \text{if } 2 \leq j \leq P \\
\hat{v}_f^P, & \text{if } j = P + 1.
\end{cases} 
\]  

(4.33)

All intervals calculated by means of the above expression will always be positive numbers because the coordinates of the vector $\hat{v}_f$ obey \( (4.27) \).

In summary, matrix $D$ permits to solve the two-level modulation law getting positive switching times and minimizing the number of switchings. The two-level switching sequence can be directly extracted from columns of that matrix. Figure 4.4 shows the block diagram of the proposed two-level multiphase SVPWM.

### 4.2.4 Multilevel Multiphase SVPWM Algorithm

The proposed multilevel multiphase SVPWM algorithm is derived from the previous mathematical treatment. The steps of this algorithm, summarized in the flow chart in Figure 4.5, are:

1. Calculate the normalized reference $v_r$ from the reference voltage vector $V_r$ by using the expression in \( (4.7) \).

2. Decompose the normalized reference into the sum of its integer part $v_i$ and its fractional part $v_f$ by means of \( (4.15) \).

3. Sort in descending order the components of vector $v_f$ to obtain vector $\hat{v}_f$ and calculate the permutation matrix $P$.

4. Rearrange the rows of matrix $\hat{D}$ to obtain the new matrix $D$ by means of \( (4.32) \).

5. Extract the displaced switching vectors $v_{dj}$ from the matrix $D$ by taking into account the expression in \( (4.24) \).
6. Switching vectors \( \mathbf{v}_{sj} \) must be calculated by adding the integer part of the reference \( \mathbf{v}_i \) to the displaced switching vectors \( \mathbf{v}_{dj} \) according to expression in (4.16).

7. Calculate the switching time \( t_j \) corresponding to each switching vector, from the components of \( \hat{\mathbf{v}}_f \), by using (4.33).

Finally, trigger signals have to be generated from the switching vectors and the switching times. The relationship between switching states and the particular trigger signals of transistors depends on the multilevel topology as it was shown in §2.

### 4.2.5 Example

The simplicity of the algorithm is here shown by means of an example in which the steps of the previous flow chart are followed. Let us consider a multiphase drive where the voltage reference for each phase \( k \) is purely sinusoidal

\[
V_{r}^{k} = A \sin \left( wt + 2\pi \frac{k - 1}{P} \right), \quad k = 1, \ldots, P. \tag{4.34}
\]
If a voltage amplitude $A = 32 \text{ V}$ and an angular frequency $w = 2\pi \, 50 \text{ rd/s}$ is considered, the instantaneous reference for a five-phase drive when $t = 3.51 \text{ ms}$ is

$$V_r = [28.6, 22.6, -14.6, -31.6, -5.0]^T \text{ V}. \quad (4.35)$$

If (4.23) is taken into account, the switching sequence will have six switching vectors: $v_{s1}$, $v_{s2}$, $v_{s3}$, $v_{s4}$, $v_{s5}$ and $v_{s6}$. From (4.17), if the voltage step of the converter is $V_{dc} = 20 \text{ V}$, then normalized voltage reference is

$$v_r = \frac{V_r}{V_{dc}} = [1.43, 1.13, -0.73, -1.58, -0.25]^T. \quad (4.36)$$

By means of (4.15), this vector is decomposed into an integer and a fractional part

$$v_i = \text{integ}(v_r) = [1, 1, -1, -2, -1]^T \quad (4.37)$$

$$v_f = v_r - v_i = [0.43, 0.13, 0.27, 0.42, 0.75]^T. \quad (4.38)$$

If the elements of the vector $v_f$ are sorted out in descending order the following vector is obtained:

$$\hat{v}_f = [0.75, 0.43, 0.42, 0.27, 0.13]^T. \quad (4.39)$$

In accordance with (4.26), the permutation matrix that carries out the above sorting operation is

$$P = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \end{bmatrix}. \quad (4.40)$$

The coefficient matrix $D$ is calculated using the expression in (4.32) as

$$D = P^T \hat{D} = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}. \quad (4.41)$$

The displaced switching vectors can be extracted from this matrix by means of the expression in (4.24):

$$v_{d1} = [0, 0, 0, 0, 0]^T$$
$$v_{d2} = [0, 0, 0, 0, 1]^T$$
$$v_{d3} = [1, 0, 0, 0, 1]^T$$
$$v_{d4} = [1, 0, 0, 1, 1]^T$$
$$v_{d5} = [1, 0, 1, 1, 1]^T$$
$$v_{d6} = [1, 1, 1, 1, 1]^T. \quad (4.42)$$
From (4.16), the final switching sequence can be calculated by adding the shifting vector $v_i$ to those vectors

\[ v_{s1} = v_i + v_{d1} = [1, 1, -1, -2, -1]^T \]
\[ v_{s2} = v_i + v_{d2} = [1, 1, -1, -2, 0]^T \]
\[ v_{s3} = v_i + v_{d3} = [2, 1, -1, -2, 0]^T \]
\[ v_{s4} = v_i + v_{d4} = [2, 1, -1, -1, 0]^T \]
\[ v_{s5} = v_i + v_{d5} = [2, 1, 0, -1, 0]^T \]
\[ v_{s6} = v_i + v_{d6} = [2, 2, 0, -1, 0]^T. \]  

As expected, consecutive vectors of the sequence are adjacent. Therefore, the number of switchings is minimized.

Finally, the switching times are calculated from the ordered reference vector $\hat{v}_f$ by means of the expression in (4.33):

\[ t_1 = 1 - \hat{v}_f^a = 0.25 \]
\[ t_2 = \hat{v}_f^a - \hat{v}_f^b = 0.32 \]
\[ t_3 = \hat{v}_f^b - \hat{v}_f^c = 0.01 \]
\[ t_4 = \hat{v}_f^c - \hat{v}_f^d = 0.15 \]
\[ t_5 = \hat{v}_f^d - \hat{v}_f^e = 0.14 \]
\[ t_6 = \hat{v}_f^e = 0.13. \]  

4.2.6 Algorithm Features

The computational cost of the presented SVPWM algorithm is low and it is independent of the number of levels. However, it grows slightly with the number of phases because the vector $v_f$ includes more components which must be sorted out. Besides, lookup tables, trigonometric functions or memories to store predefined switching sequences are not needed. Hence, the algorithm is well suited for real-time implementation in low-cost devices.

Several previous two-level multiphase SVPWM algorithms only use a subset of the switching vectors \[168\] for practical reasons because of the high number ($2^P$) of available switching vectors in multiphase systems. Nevertheless, in the proposed modulation technique, even with the higher number ($N^P$) of available switching vectors in multilevel multiphase converters, all space vectors are handled by the algorithm without discarding any of them. In addition, the provided switching vector sequence is such that it minimizes the number of switchings. Hence no extra effort is needed to achieve this significant goal.

If the modulation index $m$ is defined as the ratio of the peak fundamental of the output voltage to the dc voltage step

\[ m = \frac{V_{\text{fund}}}{{V_{dc}}} \]  

and if harmonic injection is not considered then the modulation index has a range of

\[ 0 \leq m \leq \frac{N - 1}{2}. \]
4.3 Algorithm Hardware Implementation

The Digilent S3 board, which hosts a XC3S200 FPGA from Xilinx, was used to implement the new SVPWM algorithm for the five-level five-phase cascaded full bridge inverter in Figure 4.6. Before the very-high-speed integrated circuit hardware description language (VHDL) description was carried out, the model of the hardware implementation was first tested by simulation, using the Simulink model in Figure 4.7. The algorithm implementation follows the flow chart in Figure 4.5. The integer part of the reference \( v_i \) is calculated by the block \textit{Data Type Conversion}. The fractional part of the reference \( v_f \) feeds the block \textit{SVPWM 2L 5P}. This block is a two-level five-phase modulator that provides the displaced switching vectors \( v_{dj} \) and the switching times \( t \). Switching vectors \( v_{sj} \) that form the final switching sequence are calculated by adding the integer part of the reference to each displaced switching vector. Switching times are simply those ones provided by the two-level modulator block.

Although the matrix approximation of the two-level problem is useful for the algorithm demonstration, it is inefficient in the hardware implementation to calculate the permutation matrix and the matrix operations. Therefore, the \( P \) calculation and the operations made with it were replaced by sorting algorithms that provide the same result. In addition, the first row of matrices \( \hat{D} \) and \( D \), which are also useful in the algorithm demonstration, was not taken into account in the implementation because these rows are always constant and they are not needed for extracting the switching vectors \( v_d \). The implementation of the block \textit{SVPWM 2L 5P} is detailed at the bottom of Figure 4.7 where the block \textit{Sort} calculates the ordered vector \( \hat{v}_f \) and the vector of indices \( \text{Idx} \) that summarizes the permutations carried out in the sorting process of \( v_f \). The vector \( \hat{v}_f \) is required to calculate the switching times. The indices \( \text{Idx} \) are used by the block \textit{Sort (inverse)} to select the rows of the matrix \( \hat{D} \) (without the first row) provided by the block \textit{Triangular matrix}. The output of the \textit{Selector} block is the two-level switching vector sequence.

Finally, the algorithm was described in VHDL following the block diagram of Simulink.
4.4. EXPERIMENTAL RESULTS

The SVPWM algorithm was tested by using a low-power laboratory prototype. Figure 4.8 shows the block diagram and a photograph of the experimental setup that includes the FPGA, a dSPACE platform, the inverter and the load. The DSPACE DS1103 PPC Controller Board provides the reference vectors to the FPGA. The trigger signals generated by the FPGA control the transistors of the multilevel inverter. The five-level five-phase cascaded full-bridge inverter shown in Figure 4.6 with 3125 different switching states, was used in the experiments. The dc source voltage of all full-bridge cells is 20 V; therefore the inverter voltage step $V_{dc}$ is 20 V as well. A 100 Ω resistive load with a series connected 15 mH inductance was used in tests. The five-phase load is star-connected with...
Table 4.1
Resources summary.

Target Device: xc3s200
Number of Slice Flip Flops: 2,523 out of 3,840 65%
Number of 4 input LUTs: 2,718 out of 3,840 70%
Number of occupied Slices: 1,918 out of 1,920 99%
Total Number 4 input LUTs: 2,762 out of 3,840 71%
Number of bonded IOBs: 99 out of 173 57%
IOB Flip Flops: 75
Number of Block RAMs: 0 out of 12 0%
Number of MULT18X18s: 0 out of 12 0%
Number of GCLKs: 8 out of 8 100%
Number of Startups: 1 out of 1 100%
Total equivalent gate count for design: 38,765

---

Figure 4.8: Experimental test setup.
its neutral point connected to the neutral point of the inverter.

The simulation model of the experimental setup was done in Simulink and it includes the algorithm implementation previously shown in Figure 4.7. The inverter and the load were modeled using the SimPowerSystems toolbox [167]. Figure 4.9 compares simulation results with experimental measurements. A low switching frequency (2 kHz) was selected to make the comparison easier. To observe the behavior of the modulator with a generic input, a 50 Hz unbalanced reference with a fifth harmonic was considered. Figure 4.9 shows a good agreement between the simulation model and the experimental setup. Measurements of voltage across load resistances and inverter output are very similar to simulation results, except for some lost switching pulses due to the dead time included in trigger signals which was not considered in the simulation model. To test the performance of the proposed SVPWM algorithm, the case of sinusoidal output voltage with harmonic injection, typically used in concentrated winding ac machines for torque enhancement, was considered. In all the tests made, the voltage reference had a 50 Hz fundamental frequency and the output switching frequency was 10 kHz. Four cases were considered in tests: two cases with purely sinusoidal output voltage with normalized amplitudes $m_1 = 1.8$ and $m_1 = 0.8$ and two additional cases where a third harmonic with magnitude $m_3 = m_1/6$ has been injected.

Figure 4.10 shows the inverter voltage and phase current waveforms, besides the low-order voltage harmonics of the inverter output. Voltages have been measured in the points displayed in Figure 4.6 taking the neutral voltage as reference. The first channel of the oscilloscope shows the inverter output waveform, the second channel shows the filtered inverter output waveform and the third one shows the phase current. In cases 4.10a and 4.10b, the modulation index is high and the modulation algorithm takes advantage of all five levels of the inverter. Nevertheless, in cases 4.10c and 4.10d the modulation index is low and the output voltage is a three-level waveform. In Figure 4.10a and 4.10c, with purely sinusoidal output when the modulation index is high, the low-order harmonics are negligible and the total harmonic distortion (THD) is 3.8%. If the modulation index is low, then the low-order harmonics grow because of the three-level output and the THD increases up to 6.4%. In the cases of Figure 4.10b and 4.10d, the amplitude of the third harmonic is nearly the sixth part of the fundamental, and the high THD obtained corresponds to the injected third harmonic.

Figure 4.11 shows the trajectories of the inverter output voltage and the load current vectors in stationary $dq$ frames [98] with a balanced sinusoidal reference ($m_1 = 1.8$ and $m_3 = 0$). Both vectors move, at constant speed, along a circular trajectory in the $dq$ plane. No third harmonic was injected; hence, as expected, vectors in the $dq3$ plane stay close to the origin.

4.5 Application to Three-Phase Three-Leg Converters

4.5.1 3D SVPWM Algorithm

The modulation algorithm for three-phase converters is obtained by making $P = 3$ in the multiphase algorithm. Therefore, the modulation problem is formulated in a three-
Figure 4.9: Comparison of experimental measurements with simulation results (neutrals of the load and the inverter connected).
4.5. APPLICATION TO THREE-PHASE THREE-LEG CONVERTERS

(a) \( m_1 = 1.80, m_3 = 0.00 \)

(b) \( m_1 = 1.80, m_3 = 0.30 \)

(c) \( m_1 = 0.80, m_3 = 0.00 \)

(d) \( m_1 = 0.80, m_3 = 0.13 \)

Figure 4.10: Experimental results. Ch1: inverter output voltage \( V_s^a \); Ch2: filtered inverter output voltage; Ch3: phase current \( I_s^a \) (neutrals of the load and the inverter connected).
Figure 4.11: Trajectories of the output voltage and the current vectors in stationary $dq$ axes.

The switching states are 3D integer vectors:

\[ v_{sj} = [v_{sj}^a, v_{sj}^b, v_{sj}^c]^T \in \mathbb{Z}^3. \]  

Taking into account (4.7), the normalized voltage reference $v_r$ is the 3D real vector:

\[ v_r = \frac{V_r}{V_{dc}} = [v_r^a, v_r^b, v_r^c]^T \in \mathbb{R}^3. \]  

In accordance with (4.15) and (4.16), the integer and fractional parts of the reference vector are

\[ v_i = \text{integ}(v_r) = [v_i^a, v_i^b, v_i^c]^T \in \mathbb{Z}^3 \]
\[ v_f = v_r - v_i = [v_f^a, v_f^b, v_f^c]^T \in \mathbb{R}^3. \]

From $v_f$, the permutation matrix $P$ can be determined by testing the three following logical conditions:

\[ C_{ab} = [v_f^a \geq v_f^b] \]
\[ C_{bc} = [v_f^b \geq v_f^c] \]
\[ C_{ca} = [v_f^c \geq v_f^a]. \]  

Table 4.2 shows the relationship between the results of these three conditions and the permutation matrix $P$. Since cases 000 and 111 are not coherent, there are only six
Table 4.2
Permutation matrix in the 3D SVPWM algorithm.

<table>
<thead>
<tr>
<th>$C_{ab}$</th>
<th>$C_{bc}$</th>
<th>$C_{ca}$</th>
<th>Ordered vector $\hat{v}_f$</th>
<th>Matrix $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$\hat{v}_f^a = v_f^c$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$\hat{v}_f^a = v_f^b$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$\hat{v}_f^a = v_f^b$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 1 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 0 &amp; 1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$\hat{v}_f^a = v_f^c$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 0 &amp; 1 &amp; 0 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

different situations that must be taken into account. Next, the matrix $D$ is calculated from the upper triangular matrix $\hat{D}$ in (4.30) by means of (4.32) as

$$D = P^T \begin{bmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (4.52)

The sequence of displaced vectors $\{v_{d1}, v_{d2}, v_{d3}, v_{d4}\}$ is extracted from the matrix $D$
taking into account the expression in (4.24):

\[
\mathbf{D} = \begin{bmatrix}
v_{d1}^a & v_{d2}^a & v_{d3}^a & v_{d4}^a \\
v_{d1}^b & v_{d2}^b & v_{d3}^b & v_{d4}^b \\
v_{d1}^c & v_{d2}^c & v_{d3}^c & v_{d4}^c
\end{bmatrix}.
\]  

(4.53)

From (4.16), the final switching sequence is calculated adding the integer part of the reference to the vectors of the displaced switching sequence:

\[
v_{s1} = v_i + v_{d1}
v_{s2} = v_i + v_{d2}
v_{s3} = v_i + v_{d3}
v_{s4} = v_i + v_{d4}.
\]  

(4.54)

Finally, the time corresponding to each switching vector is calculated directly from the components of \( \hat{v}_f \) by means of (4.33) as

\[
t_1 = 1 - \hat{v}_f^a \\
t_2 = \hat{v}_f^a - \hat{v}_f^b \\
t_3 = \hat{v}_f^b - \hat{v}_f^c \\
t_4 = \hat{v}_f^c.
\]  

(4.55)

If the modulation problem is solved in all the six possible cases in Table 4.2 then the results shown in Table 4.3 are obtained. This table proves that the application of the multiphase algorithm to a three-phase system is very simple. After normalizing the reference vector, it only requires three comparison operations and a few simple additions to evaluate the switching vectors and their corresponding switching times.

### 4.5.2 Example

Let us consider a three-phase drive where the voltage reference for each phase is purely sinusoidal:

\[
\mathbf{V}_r = A \begin{bmatrix}
\sin(w t) \\
\sin(w t + 2\pi/3) \\
\sin(w t - 2\pi/3)
\end{bmatrix}.
\]  

(4.56)

If a voltage amplitude \( A = 285 \) V and an angular frequency \( w = 2\pi 50 \) rd/s are considered, the instantaneous reference when \( t = 9 \) ms is

\[
\mathbf{V}_r = [88, -279, 191]^T \text{ V}.
\]  

(4.57)

From (4.48), if the voltage step of the converter is \( V_{dc} = 150 \) V then the normalized voltage reference is

\[
\mathbf{v}_r = \frac{\mathbf{V}_r}{V_{dc}} = [0.59, -1.86, 1.27]^T.
\]  

(4.58)
### Table 4.3
Vector sequence and switching times of the 3D SVPWM algorithm.

<table>
<thead>
<tr>
<th>$C_{ab}$</th>
<th>$C_{bc}$</th>
<th>$C_{ca}$</th>
<th>Vector sequence $v_{s,j}$</th>
<th>Switching times $t_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s1} = v_i + [0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s2} = v_i + [0, 0, 1]^T$</td>
<td>$t_2 = v_f^c - v_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s3} = v_i + [0, 1, 1]^T$</td>
<td>$t_3 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$v_{s4} = v_i + [1, 1, 1]^T$</td>
<td>$t_4 = v_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s1} = v_i + [0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s2} = v_i + [0, 1, 0]^T$</td>
<td>$t_2 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s3} = v_i + [1, 1, 0]^T$</td>
<td>$t_3 = v_f^a - v_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s4} = v_i + [1, 1, 1]^T$</td>
<td>$t_4 = v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$0$</td>
<td>$v_{s1} = v_i + [0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s2} = v_i + [0, 1, 0]^T$</td>
<td>$t_2 = v_f^a - v_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s3} = v_i + [1, 1, 0]^T$</td>
<td>$t_3 = v_f^c - v_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s4} = v_i + [1, 1, 1]^T$</td>
<td>$t_4 = v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$1$</td>
<td>$v_{s1} = v_i + [0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s2} = v_i + [0, 1, 0]^T$</td>
<td>$t_2 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s3} = v_i + [1, 1, 0]^T$</td>
<td>$t_3 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s4} = v_i + [1, 1, 1]^T$</td>
<td>$t_4 = v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$0$</td>
<td>$v_{s1} = v_i + [0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s2} = v_i + [0, 0, 1]^T$</td>
<td>$t_2 = v_f^c - v_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s3} = v_i + [1, 0, 1]^T$</td>
<td>$t_3 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$v_{s4} = v_i + [1, 1, 1]^T$</td>
<td>$t_4 = v_f^b$</td>
</tr>
</tbody>
</table>
By means of (4.49) and (4.50), this vector is decomposed into an integer and a fractional part:

\[
v_i = \text{integ}(v_r) = [0, -2, 1]^T \quad (4.59)
\]
\[
v_f = v_r - v_i = [0.59, 0.14, 0.27]^T. \quad (4.60)
\]

If the conditions in (4.51) are calculated the results are

\[
C_{ab} = [v_f^a \geq v_f^b] = 1
\]
\[
C_{bc} = [v_f^b \geq v_f^c] = 0
\]
\[
C_{ca} = [v_f^c \geq v_f^a] = 0. \quad (4.61)
\]

The case 100 of Table 4.3 provides the following switching sequence:

\[
v_{s1} = v_i + [0, 0, 0]^T = [0, -2, 1]^T
\]
\[
v_{s2} = v_i + [1, 0, 0]^T = [1, -2, 1]^T
\]
\[
v_{s3} = v_i + [1, 0, 1]^T = [1, -2, 2]^T
\]
\[
v_{s4} = v_i + [1, 1, 1]^T = [1, -1, 2]^T. \quad (4.62)
\]

together with the corresponding switching times:

\[
t_1 = 1 - v_f^a = 0.41
\]
\[
t_2 = v_f^a - v_f^c = 0.32
\]
\[
t_3 = v_f^c - v_f^b = 0.13
\]
\[
t_4 = v_f^b = 0.14. \quad (4.63)
\]

It is important to remark that consecutive vectors of the sequence are adjacent. Therefore, the number of switchings is minimized.

### 4.5.3 Comparison With Existing 3D Algorithm

Although the nomenclature is different, Table 4.3 is similar to table that details the state’s sequences and the switching times in [81]. In fact, the six cases corresponding to the six tetrahedrons in each subcube of the paper are equivalent to the six cases derived from the three comparison operations of this work. In particular, the cases 1.1, 1.2, 1.3, 2.1, 2.2 and 2.3 are respectively equivalent to the cases 100, 101, 001, 011, 010 and 110 in Table 4.3.

Even though the comparison operations in both algorithms are not identical, the differences are in the boundaries of the tetrahedrons where two or more components of the fractional part of the reference are equal. In such cases, both algorithms can provide different switching sequences, but the switching vectors that are different in those sequences have a zero switching time so they are not executed and the output trigger signals are identical in both algorithms.

---

1. The terms \([S_a', S_b', S_c']\), \([a, b, c]\), \([u_a, u_b, u_c]\) and \(d_j\) in [81] are respectively the same as the terms \([v_{a,j}, v_{b,j}, v_{c,j}]\), \([v_{r}^a, v_{r}^b, v_{r}^c]\), \([v_{f}^a, v_{f}^b, v_{f}^c]\) and \(t_j\) here.
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As a consequence, the multiphase algorithm particularized to three-phase systems obtained in this section is nearly the same as the 3D SVPWM generalized algorithm presented in [81]. Figure 4.12 shows the modulation output of both modulation techniques when a balanced three-phase reference with a normalized amplitude of 1.9 is considered. A low switching frequency (twenty times the fundamental) has been selected to make the comparison easier. In both cases the output is identical, even in the sixth sampling period, when \( v_r = [1.9, -0.95, -0.95]^T \), in which the fractional parts of the phases \( b \) and \( c \) are equal. In this particular case the new multilevel three-phase algorithm provides the following switching vectors and switching times (case 110):

\[
\begin{align*}
\mathbf{v}_s_1 &= [1, -1, -1]^T \quad \rightarrow \quad t_1 = 0.10 \\
\mathbf{v}_s_2 &= [2, -1, -1]^T \quad \rightarrow \quad t_2 = 0.85 \\
\mathbf{v}_s_3 &= [2, 0, -1]^T \quad \rightarrow \quad t_3 = 0.00 \\
\mathbf{v}_s_4 &= [2, 0, 0]^T \quad \rightarrow \quad t_4 = 0.05
\end{align*}
\]

(4.64)

whereas the 3D SVPWM generalized algorithm provides the following results (case 1.1):

\[
\begin{align*}
\mathbf{v}_s_1 &= [1, -1, -1]^T \quad \rightarrow \quad t_1 = 0.10 \\
\mathbf{v}_s_2 &= [2, -1, -1]^T \quad \rightarrow \quad t_2 = 0.85 \\
\mathbf{v}_s_3 &= [2, -1, 0]^T \quad \rightarrow \quad t_3 = 0.00 \\
\mathbf{v}_s_4 &= [2, 0, 0]^T \quad \rightarrow \quad t_4 = 0.05.
\end{align*}
\]

Two switching sequences differ in the third output vector. Nevertheless, those vectors have a zero switching time so finally none of them must be generated by the inverter and the trigger signals are identical in both cases.

Since both algorithms are nearly the same, all considerations made in chapter §3 and in other works about the 3D SVPWM generalized algorithm also apply to the new algorithm [81]. Hence, it can be considered as an extension of 2D algorithms [72]. It is also equivalent to the 3D direct generalized algorithm proposed in [169]. It can be used as a modulation algorithm in all applications needing a 3D control where the conventional 2D SVPWM cannot be used, such as in active filters with four-wire and single-phase distorting loads which generate large neutral currents.

Since the algorithm is a particularization of the multilevel multiphase SVPWM developed in above section, it inherits some features such as it minimizes the number of switchings, it does not need trigonometric functions, and it has low computational cost. Hence, the algorithm is well suited for real-time implementation in low cost devices.

4.5.4 Experimental Results

The SVPWM algorithm was described for a three-level inverter by using VHDL and it was implemented in a Digilent S3 board. Table 4.4 shows a summary of the resources used by the implementation. It is important to remark that the BRAMs and the multipliers available in the FPGA were not used because the algorithm does not need data storage or multiplication operations.
Figure 4.12: 3D algorithms comparison.
Table 4.4
Resources summary.

<table>
<thead>
<tr>
<th>Target Device</th>
<th>xc3s200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Flip Flops</td>
<td>2,179 out of 3,840 56%</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>2,282 out of 3,840 59%</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
<td>1,669 out of 1,920 86%</td>
</tr>
<tr>
<td>Total Number 4 input LUTs</td>
<td>2,450 out of 3,840 63%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>63 out of 173 36%</td>
</tr>
<tr>
<td>IOB Flip Flops</td>
<td>39</td>
</tr>
<tr>
<td>Number of Block RAMs</td>
<td>0 out of 12 0%</td>
</tr>
<tr>
<td>Number of MULT18X18s</td>
<td>0 out of 12 0%</td>
</tr>
<tr>
<td>Number of GCLKs</td>
<td>8 out of 8 100%</td>
</tr>
<tr>
<td>Number of Startups</td>
<td>1 out of 1 100%</td>
</tr>
<tr>
<td>Total equivalent gate count for design</td>
<td>32,174</td>
</tr>
</tbody>
</table>

Figure 4.13: Trigger signals.

Figure 4.13 shows the FPGA output waveforms that correspond to the trigger signals in the case $v_r = [-0.16, 0.52, -0.77]$. The needed dead time in complementary trigger signals was implemented by delaying the rising edges.

The new algorithm was tested with the three-level neutral-point clamped (NPC) voltage-source inverter (VSI) shown in Figure 3.2 driving a star connected induction motor with isolated neutral. A 220/380 V, 1.420 r/min, 1.35 kW rated motor was used. In accordance with the motor characteristics a dc bus of 300 V was selected. Figure 4.14 shows a diagram and a photograph of the experimental setup used in tests. It includes the power converter, the FPGA board and a personal computer with a DSPACE DS1103 PPC Controller Board.

A reference voltage with 50 Hz fundamental frequency and a 10 kHz output switching frequency were considered. Figure 4.15 shows the inverter output voltage waveform and the low-order voltage harmonics, in the cases of sinusoidal reference with and without third harmonic injection. Channel one shows the phase output voltage $V_s^a$ measured with respect to the midpoint of the dc bus (see Figure 3.2). Channel two is the same signal after been filtered. Figure 4.15a shows the case of purely sinusoidal reference with
a normalized amplitude of 0.9 p.u. In this case the low-order harmonics are low and the THD is 4.8%. Figure 4.15b shows the case where a third harmonic of amplitude 0.4 p.u. was added to the reference. In this case the high THD obtained corresponds mainly to the injected harmonic.

4.6 Application to Three-Phase Four-Leg Converters

4.6.1 4D SVPWM Algorithm

Prior art of SVPWM for four-leg converters is formulated in a 3D space. Nevertheless, the switching states of multilevel four-leg converters are four-dimensional (4D) integer vectors:

$$\mathbf{v}_{sj} = [v_{sj}^a, v_{sj}^b, v_{sj}^c, v_{sj}^n]^T \in \mathbb{Z}^4. \tag{4.66}$$

Therefore, the modulation problem can be naturally formulated in a 4D vector space.

The functional diagram of a multilevel four-leg converter, shown in Figure 4.16, is identical to the functional diagram of a multilevel four-phase converter where the neutral
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(a) Without harmonic injection

(b) With third harmonic injection

Figure 4.15: Inverter output voltage $V_s^a$. Ch1: switched voltage; Ch2: filtered voltage.

Figure 4.16: Functional diagram of multilevel four-leg converter.
leg corresponds to the fourth phase. Hence, the modulation algorithm for four-leg converters can be obtained from the multiphase SVPWM algorithm by making \( P = 4 \). The voltage reference includes the reference for each phase together with the reference for the neutral leg. Taking into account (4.7), the normalized voltage reference \( v_r \) is the \( 4D \) real vector:

\[
v_r = \frac{V_r}{V_{dc}} = [v_r^a, v_r^b, v_r^c, v_r^n]^T \in \mathbb{R}^4.
\]  

(4.67)

In accordance with (4.15), the integer and fractional parts of the reference vector are

\[
v_i = \text{integ}(v_r) = [v_i^a, v_i^b, v_i^c, v_i^n]^T \in \mathbb{Z}^4
\]  

(4.68)

\[
v_f = v_r - v_i = [v_f^a, v_f^b, v_f^c, v_f^n]^T \in \mathbb{R}^4.
\]  

(4.69)

The permutation matrix \( P \) defined in (4.26) that sorts the components of the vector \( v_f \) can be determined by testing the six following logical conditions:

\[
C_{ab} = [v_f^a \geq v_f^b] \quad C_{ac} = [v_f^a \geq v_f^c] \quad C_{an} = [v_f^a \geq v_f^n] \\
C_{bc} = [v_f^b \geq v_f^c] \quad C_{bn} = [v_f^b \geq v_f^n] \quad C_{cn} = [v_f^c \geq v_f^n].
\]  

(4.70)

Let us define the following binary word joining the bits resulting from those six comparison operations

\[
C_w = [C_{cn} C_{bn} C_{bc} C_{an} C_{ac} C_{ab}].
\]  

(4.71)

Table 4.5 shows permutation matrix \( P \) corresponding to each \( C_w \). Although, with six bits there are sixty four possible combinations, just the twenty four cases listed in the table are coherent. The coefficient matrix \( D \) is calculated from the upper triangular matrix \( \hat{D} \) in (4.30) by means of (4.32) as

\[
D = P^T \begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]  

(4.72)

Taking into account (4.24), the sequence of displaced vectors \( \{v_{d1}, v_{d2}, v_{d3}, v_{d4} v_{d5}\} \) must be extracted from the matrix:

\[
D = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
v_{d1}^a & v_{d2}^a & v_{d3}^a & v_{d4}^a & v_{d5}^a \\
v_{d1}^b & v_{d2}^b & v_{d3}^b & v_{d4}^b & v_{d5}^b \\
v_{d1}^c & v_{d2}^c & v_{d3}^c & v_{d4}^c & v_{d5}^c \\
v_{d1}^n & v_{d2}^n & v_{d3}^n & v_{d4}^n & v_{d5}^n
\end{bmatrix}.
\]  

(4.73)
Table 4.5
Permutation matrix in the 4D SVPWM algorithm.

<table>
<thead>
<tr>
<th>$C_w$</th>
<th>Vector $\mathbf{v}_f$</th>
<th>Matrix $\mathbf{P}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[00000]</td>
<td>$\hat{v}_f^a = v_f^n$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^c$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^a$</td>
<td></td>
</tr>
<tr>
<td>[10000]</td>
<td>$\hat{v}_f^a = v_f^c$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^n$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^a$</td>
<td></td>
</tr>
<tr>
<td>[00001]</td>
<td>$\hat{v}_f^a = v_f^n$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^c$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^b$</td>
<td></td>
</tr>
<tr>
<td>[01000]</td>
<td>$\hat{v}_f^a = v_f^n$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^c$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^a$</td>
<td></td>
</tr>
<tr>
<td>[10100]</td>
<td>$\hat{v}_f^a = v_f^c$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^n$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^b$</td>
<td></td>
</tr>
</tbody>
</table>
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### Table 4.5
Permutation matrix in the 4D SVPWM algorithm. (Continued)

<table>
<thead>
<tr>
<th>$C_w$</th>
<th>Vector $\hat{v}_f$</th>
<th>Matrix $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[001011]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[110101]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[001111]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[110111]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[011000]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[111000]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[011010]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[111010]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[011100]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[111100]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[011110]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[111110]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>[011111]</td>
<td>$\hat{v}_f^a = v_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^b = v_f^a$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^c = v_f^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{v}_f^n = v_f^c$</td>
<td></td>
</tr>
</tbody>
</table>
4.6. APPLICATION TO THREE-PHASE FOUR-LEG CONVERTERS

From (4.16), the vectors of the final switching sequence are calculated by adding the integer part of the reference to the displaced vectors:

\[ v_{s1} = v_i + v_d1 \]
\[ v_{s2} = v_i + v_d2 \]
\[ v_{s3} = v_i + v_d3 \]
\[ v_{s4} = v_i + v_d4 \]
\[ v_{s5} = v_i + v_d5. \]

The time corresponding to each switching vector is calculated directly from the components of \( \hat{v}_f \) by means of (4.33) as

\[ t_1 = 1 - \hat{v}_f^a \]
\[ t_2 = \hat{v}_f^a - \hat{v}_f^b \]
\[ t_3 = \hat{v}_f^b - \hat{v}_f^c \]
\[ t_4 = \hat{v}_f^c - \hat{v}_f^n \]
\[ t_5 = \hat{v}_f^n. \]

If the modulation problem is solved in all the possible cases, listed in Table 4.5, then the results shown in Table 4.6 are obtained. This table proves that the application of the multiphase algorithm to four-leg converters is very simple. After normalizing the reference vector, it only requires six comparison operations and a few additions in order to evaluate the switching vectors and their corresponding switching times.

4.6.2 Example

Let us consider a three-phase four-leg system with an unbalanced voltage reference with a zero sequence:

\[
V_r = \begin{bmatrix}
42 \sin(w t) \\
57 \sin(w t + 2\pi/3) \\
24 \sin(w t - 2\pi/3) \\
36 \sin(3w t + \pi)
\end{bmatrix} V.
\] (4.76)

If \( w = 2\pi 50 \) rad/s is considered then the instantaneous reference when \( t = 5.4 \) ms is

\[
V_r = [41.7, -34.5, -9.3, 33.5]^T V.
\] (4.77)

From (4.67), if the voltage step of the converter is \( V_{dc} = 30 \) V then normalized voltage reference is

\[
v_r = \frac{V_r}{V_{dc}} = [1.39, -1.15, -0, 31, 1.12]^T.
\] (4.78)

By means of (4.68) and (4.69), this vector is decomposed into an integer and a fractional part as

\[
v_i = \text{integ}(v_r) = [1, -2, -1, 1]^T
\] (4.79)
\[
v_f = v_r - v_i = [0.39, 0.85, 0.69, 0.12]^T.
\] (4.80)
Table 4.6
Vector sequence and switching times of the 4D SVPWM algorithm.

<table>
<thead>
<tr>
<th>$C_v$</th>
<th>Vector sequence $v_i$</th>
<th>Switching times $t_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1 = v_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$v_2 = v_i + [0, 0, 0, 1]^T$</td>
<td>$t_2 = v_f^a - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_3 = v_i + [0, 0, 1, 1]^T$</td>
<td>$t_3 = v_f^c - v_f^b$</td>
<td></td>
</tr>
<tr>
<td>$v_4 = v_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$v_5 = v_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$[00000]</td>
<td>v_1 = v_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>$v_2 = v_i + [0, 0, 0, 1]^T$</td>
<td>$t_2 = v_f^a - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_3 = v_i + [0, 0, 1, 1]^T$</td>
<td>$t_3 = v_f^c - v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$v_4 = v_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$v_5 = v_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^b$</td>
<td></td>
</tr>
<tr>
<td>$[00001]</td>
<td>v_1 = v_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>$v_2 = v_i + [0, 0, 0, 1]^T$</td>
<td>$t_2 = v_f^a - v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$v_3 = v_i + [0, 0, 1, 1]^T$</td>
<td>$t_3 = v_f^c - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_4 = v_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^b$</td>
<td></td>
</tr>
<tr>
<td>$v_5 = v_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^b$</td>
<td></td>
</tr>
<tr>
<td>$[00011]</td>
<td>v_1 = v_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>$v_2 = v_i + [0, 0, 0, 1]^T$</td>
<td>$t_2 = v_f^a - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_3 = v_i + [0, 1, 1, 1]^T$</td>
<td>$t_3 = v_f^c - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_4 = v_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_5 = v_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^b$</td>
<td></td>
</tr>
<tr>
<td>$[00100]</td>
<td>v_1 = v_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>$v_2 = v_i + [0, 0, 0, 1]^T$</td>
<td>$t_2 = v_f^a - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_3 = v_i + [0, 1, 1, 1]^T$</td>
<td>$t_3 = v_f^c - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_4 = v_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_5 = v_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$[00101]</td>
<td>v_1 = v_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>$v_2 = v_i + [0, 0, 0, 1]^T$</td>
<td>$t_2 = v_f^a - v_f^a$</td>
<td></td>
</tr>
<tr>
<td>$v_3 = v_i + [0, 1, 1, 1]^T$</td>
<td>$t_3 = v_f^c - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_4 = v_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^c$</td>
<td></td>
</tr>
<tr>
<td>$v_5 = v_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^c$</td>
<td></td>
</tr>
</tbody>
</table>
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Table 4.6
Vector sequence and switching times of the 4D SVPWM algorithm.
(Continued)

<table>
<thead>
<tr>
<th>C_w</th>
<th>Vector sequence $\mathbf{v}_{s_j}$</th>
<th>Switching times $t_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>001111</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [1, 0, 0, 0]^T$</td>
<td>$t_2 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [1, 0, 0, 1]^T$</td>
<td>$t_3 = v_f^a - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [1, 1, 0, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 0]^T$</td>
<td>$t_5 = v_f^c$</td>
</tr>
<tr>
<td>011000</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [0, 1, 0, 0]^T$</td>
<td>$t_2 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [0, 1, 0, 1]^T$</td>
<td>$t_3 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [0, 1, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 0]^T$</td>
<td>$t_5 = v_f^c$</td>
</tr>
<tr>
<td>011010</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [0, 1, 0, 0]^T$</td>
<td>$t_2 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [0, 1, 0, 1]^T$</td>
<td>$t_3 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [0, 1, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^c$</td>
</tr>
<tr>
<td>011100</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [0, 1, 0, 0]^T$</td>
<td>$t_2 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [0, 1, 0, 1]^T$</td>
<td>$t_3 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [0, 1, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^c$</td>
</tr>
<tr>
<td>011111</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [1, 0, 0, 0]^T$</td>
<td>$t_2 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [1, 0, 0, 1]^T$</td>
<td>$t_3 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [1, 1, 0, 1]^T$</td>
<td>$t_4 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^c$</td>
</tr>
<tr>
<td>100000</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [0, 0, 1, 0]^T$</td>
<td>$t_2 = v_f^c - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [0, 0, 1, 1]^T$</td>
<td>$t_3 = v_f^n - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^b - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^a$</td>
</tr>
<tr>
<td>100001</td>
<td>$\mathbf{v}_{s_1} = \mathbf{v}_i + [0, 0, 0, 0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_2} = \mathbf{v}_i + [0, 0, 1, 0]^T$</td>
<td>$t_2 = v_f^c - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_3} = \mathbf{v}_i + [0, 0, 1, 1]^T$</td>
<td>$t_3 = v_f^n - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_4} = \mathbf{v}_i + [1, 0, 1, 1]^T$</td>
<td>$t_4 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{v}_{s_5} = \mathbf{v}_i + [1, 1, 1, 1]^T$</td>
<td>$t_5 = v_f^b$</td>
</tr>
</tbody>
</table>
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### Table 4.6
Vector sequence and switching times of the 4D SVPWM algorithm.  
(Continued)

<table>
<thead>
<tr>
<th>$C_w$</th>
<th>Vector sequence $v_{i,j}$</th>
<th>Switching times $t_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_{i,1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td>[100101]</td>
<td>$v_{i,2} = v_i + [0,0,1,0]^T$</td>
<td>$t_2 = v_f^c - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,3} = v_i + [1,0,1,0]^T$</td>
<td>$t_3 = v_f^a - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,4} = v_i + [1,0,1,1]^T$</td>
<td>$t_4 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>[100111]</td>
<td>$v_{i,2} = v_i + [0,0,1,0]^T$</td>
<td>$t_2 = v_f^c - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,3} = v_i + [1,0,1,0]^T$</td>
<td>$t_3 = v_f^b - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,4} = v_i + [1,0,1,1]^T$</td>
<td>$t_4 = v_f^n - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td>[110000]</td>
<td>$v_{i,2} = v_i + [0,0,1,0]^T$</td>
<td>$t_2 = v_f^c - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,3} = v_i + [1,0,1,0]^T$</td>
<td>$t_3 = v_f^b - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,4} = v_i + [1,0,1,1]^T$</td>
<td>$t_4 = v_f^n - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^c$</td>
</tr>
<tr>
<td>[110100]</td>
<td>$v_{i,2} = v_i + [0,0,1,0]^T$</td>
<td>$t_2 = v_f^c - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,3} = v_i + [1,0,1,0]^T$</td>
<td>$t_3 = v_f^a - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,4} = v_i + [1,1,1,0]^T$</td>
<td>$t_4 = v_f^n - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td>[110101]</td>
<td>$v_{i,2} = v_i + [0,0,1,0]^T$</td>
<td>$t_2 = v_f^c - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,3} = v_i + [1,0,1,0]^T$</td>
<td>$t_3 = v_f^a - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,4} = v_i + [1,1,1,0]^T$</td>
<td>$t_4 = v_f^n - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^b$</td>
</tr>
<tr>
<td>[110111]</td>
<td>$v_{i,2} = v_i + [0,0,1,0]^T$</td>
<td>$t_2 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,3} = v_i + [1,0,1,0]^T$</td>
<td>$t_3 = v_f^c - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,4} = v_i + [1,1,1,0]^T$</td>
<td>$t_4 = v_f^n - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{i,5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^a$</td>
</tr>
</tbody>
</table>
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4.6. APPLICATION TO THREE-PHASE FOUR-LEG CONVERTERS

Table 4.6

Vector sequence and switching times of the 4D SVPWM algorithm.
(Continued)

<table>
<thead>
<tr>
<th>$C_w$</th>
<th>Vector sequence $v_{sj}$</th>
<th>Switching times $t_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[11100]$</td>
<td>$v_{s1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$v_{s2} = v_i + [0,1,0,0]^T$</td>
<td>$t_2 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$v_{s3} = v_i + [0,1,1,0]^T$</td>
<td>$t_3 = v_f^c - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{s4} = v_i + [1,1,1,0]^T$</td>
<td>$t_4 = v_f^a - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{s5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^n$</td>
</tr>
<tr>
<td>$[11110]$</td>
<td>$v_{s1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{s2} = v_i + [0,1,0,0]^T$</td>
<td>$t_2 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$v_{s3} = v_i + [1,1,0,0]^T$</td>
<td>$t_3 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$v_{s4} = v_i + [1,1,1,0]^T$</td>
<td>$t_4 = v_f^c - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{s5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^n$</td>
</tr>
<tr>
<td>$[11111]$</td>
<td>$v_{s1} = v_i + [0,0,0,0]^T$</td>
<td>$t_1 = 1 - v_f^a$</td>
</tr>
<tr>
<td></td>
<td>$v_{s2} = v_i + [1,0,0,0]^T$</td>
<td>$t_2 = v_f^a - v_f^b$</td>
</tr>
<tr>
<td></td>
<td>$v_{s3} = v_i + [1,1,0,0]^T$</td>
<td>$t_3 = v_f^b - v_f^c$</td>
</tr>
<tr>
<td></td>
<td>$v_{s4} = v_i + [1,1,1,0]^T$</td>
<td>$t_4 = v_f^c - v_f^n$</td>
</tr>
<tr>
<td></td>
<td>$v_{s5} = v_i + [1,1,1,1]^T$</td>
<td>$t_5 = v_f^n$</td>
</tr>
</tbody>
</table>

If the six conditions in (4.70) are tested the following six-bit word is obtained:

$$C_w = [111100].$$

In this case, Table 4.6 provides the following switching sequence:

$$v_{s1} = v_i + [0,0,0,0]^T = [1, -2, -1, 1]^T$$
$$v_{s2} = v_i + [0,1,0,0]^T = [1, -1, -1, 1]^T$$
$$v_{s3} = v_i + [0,1,1,0]^T = [1, -1, 0, 1]^T$$
$$v_{s4} = v_i + [1,1,0,0]^T = [2, -1, 0, 1]^T$$
$$v_{s5} = v_i + [1,1,1,0]^T = [2, -1, 0, 2]^T$$

(4.82)

together with the following switching times:

$$t_1 = 1 - v_f^b = 0.15$$
$$t_2 = v_f^b - v_f^c = 0.16$$
$$t_3 = v_f^c - v_f^a = 0.30$$
$$t_4 = v_f^a - v_f^n = 0.27$$
$$t_5 = v_f^n = 0.12.$$

(4.83)

It is important to remark that consecutive vectors of the sequence are adjacent. Therefore, the number of switchings is minimized.
### Table 4.7
Resources summary.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Device</td>
<td>xc3s200</td>
</tr>
<tr>
<td>Number of Slice Flip Flops</td>
<td>2,278 out of 3,840 59%</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>2,682 out of 3,840 69%</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
<td>1,850 out of 1,920 96%</td>
</tr>
<tr>
<td>Total Number 4 input LUTs</td>
<td>2,597 out of 3,840 67%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>91 out of 173 36%</td>
</tr>
<tr>
<td>IOB Flip Flops</td>
<td>66</td>
</tr>
<tr>
<td>Number of Block RAMs</td>
<td>0 out of 12 0%</td>
</tr>
<tr>
<td>Number of MULT18X18s</td>
<td>0 out of 12 0%</td>
</tr>
<tr>
<td>Number of GCLKs</td>
<td>8 out of 8 100%</td>
</tr>
<tr>
<td>Number of Startups</td>
<td>1 out of 1 100%</td>
</tr>
<tr>
<td>Total equivalent gate count for design</td>
<td>35,861</td>
</tr>
</tbody>
</table>

#### 4.6.3 Experimental Results

The algorithm was tested by simulation and in laboratory. In both cases, the considered conditions are an unbalanced voltage reference, where \( v_r^a = 1.4 \sin(w t) \), \( v_r^b = 1.9 \sin(w t + 2\pi/3) \) and \( v_r^c = 0.8 \sin(w t - 2\pi/3) \) with a third-harmonic zero sequence, \( v_r^n = 1.2 \sin(3w t + \pi) \). The fundamental frequency is 50 Hz and the switching frequency is 10 kHz. Figure 4.17 shows the simulation results obtained with Simulink. The four traces in the first plot are the reference voltages for each leg. The subsequent plots are the output voltage (in black) and the filtered output voltage (in gray) obtained in each leg. The filtered output voltages clearly follow the reference signals.

The SVPWM algorithm was described for a five-level inverter by using VHDL and it was implemented by using a Digilent S3 board. Table 4.7 shows a summary of the resources used by the implementation. It is important to remark that the BRAMs and the multipliers available in the FPGA were not used because the algorithm does not need data storage or multiplication operations. Figure 4.18 shows the FPGA output waveforms, which correspond to the trigger signals, in the same case shown in the example where \( v_r = [1.39, -1.10, -0.33, 1.15]^T \). The experimental results are in accordance with the theoretical results calculated in previous section.

The new algorithm was tested with a five-level cascaded full-bridge VSI shown in Figure 4.19. The voltage of all dc sources is \( V_{dc} = 30 \text{ V} \). Figure 4.20 shows a diagram and a photograph of the experimental setup used in tests. It includes the power converter, the FPGA board and a personal computer with a DSPACE DS1103 PPC Controller Board. Figure 4.21 shows the measured output voltage of the inverter in the simulated case. The output voltages \( V_{s}^a, V_{s}^b, V_{s}^c \) and \( V_{s}^n \) have been measured with respect to the neutral of the inverter in the points displayed in Figure 4.19. The experimental results agree with the simulation results shown in Figure 4.17.

Since the low-order harmonics of the phase voltage shown in Figure 4.22 are low, the output voltage has low THD, which is lower than 5.0%. The spectrum of the same signal, shown in Figure 4.23, reveals that the main high-order harmonics are integer multiples of the switching frequency.
Figure 4.17: Simulation results.
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Figure 4.18: Trigger signals.

Figure 4.19: Four-leg five-level cascaded full-bridge inverter.
4.7 Conclusion

The chapter develops a novel multilevel multiphase SVPWM algorithm. The algorithm is based on a displacement plus a two-level multiphase SVPWM modulator. It is valid for any number of phases or levels and it can be used with the standard multilevel topologies, such as diode clamped, flying capacitor or cascaded full-bridge converters. The new modulation technique handles all switching states of the inverter and it provides a sorted switching vector sequence that minimizes the number of switchings. In addition, the proposed SVPWM algorithm proves suitable for real-time implementation due to its low computational complexity. The new algorithm was validated by its hardware implementation in a low-cost FPGA and successfully tested by using a laboratory prototype made with a five-level five-phase cascade full-bridge inverter.

In addition, the algorithm was particularized for three-phase converters with three and four legs. For three-leg converters, the resulting algorithm is nearly the same as the existing 3D SVPWM generalized algorithm for multilevel converters presented by Prats et al. The application of the new multiphase modulation technique to four-leg converters provides a new multilevel 4D SVPWM algorithm.

The multilevel multiphase SVPWM algorithm cannot handle the joint-phase redundancy present in converters with no neutral wire. In such case the SVPWM algorithm
Figure 4.21: Inverter output voltage. Ch1: switched voltage; Ch2: filtered voltage.

Figure 4.22: Low order harmonics of phase voltage.
4.7. CONCLUSION

Figure 4.23: Spectrum of phase voltage.

developed in the following chapter is more appropriate.

Contributions of this chapter have been published in a journal [164] and presented at an international conference [165] [166]. A demo of the new modulation technique will be included in the SimPowerSystems toolbox of Simulink.
Chapter 5

Multilevel Multiphase SVPWM Algorithm With Switching State Redundancy

Abstract — The chapter presents a new multilevel multiphase SVPWM algorithm that takes advantage of the joint-phase redundancy present in voltage source converters without neutral wire. This algorithm is formulated in a multidimensional space, it is based on a two-level multiphase SVPWM algorithm without redundancy and it includes a method to carry out the redundant switching state selection. The new SVPWM algorithm can be applied to the classical multilevel topologies; it has low computational complexity and it is suitable for online implementation. It was implemented in an FPGA and it was tested in laboratory with a five-level five-phase VSI. Since the algorithm is formulated for a generic number of phases, it was also particularized for the usual tree-phase converters with three and four legs.

5.1 Introduction

The multilevel multiphase space vector pulse-width modulation (SVPWM) presented in previous chapter does not take into account the joint-phase redundancy present in converters without neutral wire. In such converters, joint-phase redundancy is an important feature that allows extending the modulation index in the linear range and reducing switching losses. It can also be used to balance capacitors in diode-clamped and flying capacitor converters or to control the power delivered by the dc sources in cascaded full-bridge converters.

This chapter follows the same formulation used in the previous algorithm to develop a new SVPWM algorithm that takes into account joint-phase redundancy. It is also formulated in a multidimensional space and it is also based on a two-level multiphase SVPWM modulator. In fact, a significant contribution of the chapter is to demonstrate that the SVPWM for a multilevel \( P \)-phase converter with switching state redundancy can be carried out by means of a two-level \( (P - 1) \)-phase SVPWM algorithm without redundancy. As in the algorithm developed in the previous chapter, the new algorithm is valid for any

---

The algorithm presented in the chapter has been accepted for publication in the journal IEEE Transactions on Industrial Electronics [173].
number of phases and levels, it can be applied to the classical multilevel topologies and it is well suited for online implementation in low cost devices. The new algorithm makes easy to choose the switching state sequence, even in converters with a large number of levels and phases in which there are huge number of redundant switching states.

The new multilevel multiphase SVPWM algorithm was implemented for a five-level five-phase inverter in a low-cost field-programmable gate array (FPGA). The model of the proposed hardware implementation was verified by simulation with Simulink. Finally, the real performance of the modulator was evaluated in the laboratory using a cascaded full-bridge inverter driving a five-phase induction motor.

This chapter is organized as follows. Section 5.2 describes the mathematical justification of the SVPWM algorithm in depth. It includes the problem formulation, the demonstration that a modulator with switching state redundancy can be made from other without redundancy, and the development of a new technique for choosing the switching state sequence. Finally, from mathematical treatment, the new multilevel multiphase SVPWM algorithm is obtained. Section 5.3 addresses the practical implementation of the algorithm in an FPGA. In section 5.4 the implementation is verified by comparing experimental measurements with simulation results. Some experimental results are also given so as to evaluate the real performance of the implemented modulation algorithm. In sections 5.5 and 5.6 the multilevel multiphase SVPWM technique is particularized for three-phase converters with three and four legs respectively, and new algorithms are compared with existing SVPWM techniques. Section 5.7 presents the conclusions of the work.

5.2 Algorithm Development

5.2.1 Algorithm Formulation

Voltage source converters synthesize a certain output voltage vector $V_s$ by means of a sequence of switching vectors during each modulation cycle. The output vector can be decomposed into the sum of an homopolar component $\tilde{V}_s$ plus a non-homopolar component $\tilde{\bar{V}}_s$ where the sum of the components of the non-homopolar vector is equal to zero:

$$V_s = \tilde{\bar{V}}_s + \tilde{V}_s, \quad \sum_{k=1}^{P} \tilde{V}_s^k = 0. \quad (5.1)$$

The non homopolar component can be calculated as:

$$\tilde{V}_s = \tilde{P} V_s \quad (5.2)$$

where $\tilde{P}$ is the $P \times P$ real matrix:

$$\tilde{P} = \frac{1}{P} \begin{bmatrix} P - 1 & -1 & \ldots & -1 \\ -1 & P - 1 & \ldots & -1 \\ \vdots & \vdots & \ddots & \vdots \\ -1 & -1 & \ldots & P - 1 \end{bmatrix} \quad (5.3)$$
5.2. ALGORITHM DEVELOPMENT

In the multiphase system without neutral conductor of Figure 5.1, the current of phase \( k \) depends only on the non-homopolar component of \( V_s \):

\[
I_s^k = \frac{\tilde{V}_s^k}{Z^k} - \frac{\sum_{i=1}^{P} \tilde{V}_s^i / Z^i}{\sum_{i=1}^{P} Z^i / Z^i}, \quad k = 1, 2, \ldots, P.
\]  

(5.4)

As a consequence, to control the output current of the inverter it is necessary to deal with the non-homopolar component of the output voltage. Hence, in the synthesis of the output vector \( \tilde{V}_s \) from the reference vector \( \tilde{V}_r \), the modulation algorithm must pay attention only to the non-homopolar component of those vectors and it can omit their homopolar component:

\[
\tilde{V}_r = \tilde{V}_s
\]  

(5.5)

where \( \tilde{V}_r \) is calculated from the reference voltage \( V_r \) as

\[
\tilde{V}_r = \tilde{P}V_r \in \mathbb{R}^P.
\]  

(5.6)

The homopolar component of \( V_s \) changes the voltage of the neutral point of the load \( V_n \). As in three-phase systems, this provides a degree of freedom that can be used to achieve different goals such as the reduction of the switching losses and the extension of the modulation index range.

As it was demonstrated in section 4.2.1 with typical multilevel topologies vectors and times can be normalized using expressions from (4.7) to (4.10). Therefore, (5.5) can be normalized as

\[
\tilde{v}_r = \tilde{v}_s
\]  

(5.7)

where

\[
\tilde{v}_r = \tilde{P}v_r \in \mathbb{R}^P
\]  

(5.8)

\[
\tilde{v}_s = \tilde{P}v_s \in \mathbb{R}^P.
\]  

(5.9)

If the general modulation law in (4.11) is substituted in (5.7) then the following modulation law for converters with joint-phase redundancy is obtained:

\[
\tilde{v}_r = \sum_{j=1}^{l} \tilde{v}_{s_j} t_j, \quad \sum_{j=1}^{l} t_j = 1
\]  

(5.10)

where

\[
\tilde{v}_{s_j} = \tilde{P}v_{s_j} \in \mathbb{R}^P.
\]  

(5.11)
If the homopolar components of the reference and the switching normalized vectors are both expressed as 
\[ \tilde{v}_r = [\tilde{v}_r^1, \tilde{v}_r^2, \ldots, \tilde{v}_r^P]^T \] and 
\[ \tilde{v}_{sj} = [\tilde{v}_{sj}^1, \tilde{v}_{sj}^2, \ldots, \tilde{v}_{sj}^P]^T \] then the modulation law in (5.10) can be rewritten in matrix format as:

\[
\begin{bmatrix}
1 \\
\tilde{v}_r^1 \\
\tilde{v}_r^2 \\
\vdots \\
\tilde{v}_r^P
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
\tilde{v}_{s1}^1 & \tilde{v}_{s1}^2 & \cdots & \tilde{v}_{s1}^P \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{v}_{sl}^1 & \tilde{v}_{sl}^2 & \cdots & \tilde{v}_{sl}^P
\end{bmatrix}
\begin{bmatrix}
t_1 \\
t_2 \\
\vdots \\
t_l
\end{bmatrix},
\]

(5.12)

The above system of linear equations constitutes the modulation law, which must be solved by the multilevel multiphase SVPWM algorithm. This modulation law has the same form of the modulation law in (4.14) derived in §4.2.1 for converters without joint-phase redundancy. Nevertheless, the method presented in previous chapter cannot be applied to the system of linear equations in (5.12) because it requires that the coefficients of the matrix are integer numbers. Therefore, it is necessary to find a new modulation law equivalent to (5.12), where the coefficients of matrix are integer numbers, in order to use such method for solving the modulation problem.

5.2.2 Equivalent Modulation Law

Since the non-homopolar component of any vector always lays in the plane 
\[ \tilde{\pi} : x^1 + x^2 + \cdots + x^P = 0 \] and the non-homopolar component of the vector \( \mathbf{u} = [1, 1, \ldots, 1]^T \) is the null vector, 
\[ \tilde{\mathbf{P}} \mathbf{u} = [0, 0, \ldots, 0]^T, \] then the transformation given by the matrix \( \tilde{\mathbf{P}} \) is a projection onto the plane \( \tilde{\pi} \) along the direction of \( \mathbf{u} \). Expression in (5.7) shows that, in order to control the output current, the projections of the reference vector \( \mathbf{v}_r \) and the output vector \( \mathbf{v}_s \) onto the plane \( \tilde{\pi} \) must be the same:

\[ \tilde{\mathbf{P}} \mathbf{v}_r = \tilde{\mathbf{P}} \mathbf{v}_s. \]

(5.13)

As Figure 5.2 shows, if two vectors have the same projection onto one plane then they will have the same projection onto another plane if the direction of projection does not change. Therefore, by changing the plane of projection it is possible to devise an equivalent modulation law:

\[ \check{\mathbf{P}} \mathbf{v}_r = \check{\mathbf{P}} \mathbf{v}_s. \]

(5.14)

If the plane \( \check{\pi} : x^P = 0 \) is selected then the following transformation is obtained:

\[
\check{\mathbf{P}} =
\begin{bmatrix}
1 & 0 & \cdots & 0 & -1 \\
0 & 1 & \cdots & 0 & -1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -1 \\
0 & 0 & \cdots & 0 & 0
\end{bmatrix}
\]

(5.15)

Equivalence of both modulation laws, (5.13) and (5.14), can be verified taking into account that the transformations \( \tilde{\mathbf{P}} \) and \( \check{\mathbf{P}} \) have the properties \( \tilde{\mathbf{P}} \check{\mathbf{P}} = \tilde{\mathbf{P}} \) and \( \check{\mathbf{P}} \tilde{\mathbf{P}} = \check{\mathbf{P}} \).
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Figure 5.2: Two vectors with the same projection onto different planes.

From (5.14), the equivalent condition of (5.7) is

\[ \hat{v}_r = \hat{v}_s \]  

(5.16)

where the projected voltage reference \( \hat{v}_r \) and the projected output vector \( \hat{v}_s \) are

\[ \hat{v}_r = \hat{P}v_r \in \mathbb{R}^P \]

(5.17)

\[ \hat{v}_s = \hat{P}v_s \in \mathbb{R}^P \]

(5.18)

and the new modulation law, which is equivalent to (5.10), is

\[ \hat{v}_r = \sum_{j=1}^{l} \hat{v}_{sj} t_j, \quad \sum_{j=1}^{l} t_j = 1 \]

(5.19)

where \( \hat{v}_{sj} \) are the projections of the switching vectors \( v_{sj} \) onto the plane \( \hat{\pi} \):

\[ \hat{v}_{sj} = \hat{P}v_{sj} \in \mathbb{Z}^P \]

(5.20)

Since the application of the transformation \( \hat{P} \) only involves a number of differences and the components of the normalized switching vectors \( v_{sj} \) are always integer numbers, the components of the projected switching vectors \( \hat{v}_{sj} \) are integer numbers as well.

If the new projected switching vectors are expressed as \( \hat{v}_r = [\hat{v}_{r1}, \hat{v}_{r2}, \ldots, \hat{v}_{rP}]^T \) and \( \hat{v}_{sj} = [\hat{v}_{sj1}, \hat{v}_{sj2}, \ldots, \hat{v}_{sjP}]^T \) then the equivalent modulation law in (5.19) can be rewritten in matrix form as

\[
\begin{bmatrix}
1 \\
\hat{v}_{r1} \\
\hat{v}_{r2} \\
\vdots \\
\hat{v}_{rP}
\end{bmatrix} = 
\begin{bmatrix}
1 & 1 & \ldots & 1 \\
\hat{v}_{s11} & \hat{v}_{s12} & \ldots & \hat{v}_{s1l} \\
\hat{v}_{s21} & \hat{v}_{s22} & \ldots & \hat{v}_{s2l} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{v}_{sP1} & \hat{v}_{sP2} & \ldots & \hat{v}_{sPl}
\end{bmatrix} 
\begin{bmatrix}
t_1 \\
t_2 \\
\vdots \\
t_l
\end{bmatrix}
\]

(5.21)
By using the new projection $\tilde{P}$ the coefficients of this system of linear equations are integer numbers. Hence, the method presented in §4.2 can be applied to solve the equivalent modulation law in (5.21). Nevertheless, the new modulation law can be further simplified by removing the last equation of the linear system because, by definition, the last component of all projected vectors is equal to zero ($\tilde{v}_r^P = 0$ and $\tilde{v}_s_j^P = 0$). Without that equation the simplified modulation law can be written as

$$\begin{bmatrix} 1 \\ \omega_r^1 \\ \omega_r^2 \\ \vdots \\ \omega_r^{P-1} \end{bmatrix} = \begin{bmatrix} 1 & 1 & \ldots & 1 \\ \omega_s_1^1 & \omega_s_2^1 & \ldots & \omega_s_l^1 \\ \omega_s_1^2 & \omega_s_2^2 & \ldots & \omega_s_l^2 \\ \vdots & \vdots & \ddots & \vdots \\ \omega_s_1^{P-1} & \omega_s_2^{P-1} & \ldots & \omega_s_l^{P-1} \end{bmatrix} \begin{bmatrix} \tau_1 \\ \tau_2 \\ \vdots \\ \eta \end{bmatrix}$$

(5.22)

where vectors $\omega_r$ and $\omega_s_j$ are the projected vectors $\tilde{v}_r$ and $\tilde{v}_s_j$ without the last component:

$$\omega_r = [\omega_r^1, \ldots, \omega_r^{P-1}]^T = [\tilde{v}_r^1, \ldots, \tilde{v}_r^{P-1}]^T$$

(5.23)

$$\omega_s_j = [\omega_s^1_j, \ldots, \omega_s^{P-1}_j]^T = [\tilde{v}_s^1_j, \ldots, \tilde{v}_s^{P-1}_j]^T.$$  

(5.24)

Since the transformed vectors represent the switching states of the converter, $\omega_s_j$ are the space vectors of the converter and $\omega_r$ is the reference space vector. The space vectors can be directly calculated from the reference and the switching vectors as:

$$\omega_r = T_\omega v_r \in \mathbb{R}^{P-1}$$

(5.25)

$$\omega_s_j = T_\omega v_s_j \in \mathbb{Z}^{P-1}$$

(5.26)

where $T_\omega$ is equal to $\tilde{P}$ without the last row:

$$T_\omega = \begin{bmatrix} 1 & 0 & \ldots & 0 & -1 \\ 0 & 1 & \ldots & 0 & -1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 1 & -1 \end{bmatrix}.$$  

(5.27)

Finally, the coefficients of the linear system of equations are integer numbers. Therefore the transformed modulation law in (5.22) is identical to the modulation law in (4.14) solved in the previous chapter. Thus, this expression demonstrates that a multilevel $P$-phase modulator with joint-phase redundancy can be made from a multilevel $(P-1)$-phase modulator without redundancy. In §4.2 the multilevel modulation problem was decomposed into the sum of a two-level problem plus a displacement. As a consequence, the SVPWM for a $P$-phase converter with redundancy can be carried out by means of two-level $(P-1)$-phase SVPWM algorithm without redundancy.

### 5.2.3 Modulation Problem Solution

The algorithm in §4.2.4 will be used to solve the modulation law in (5.22). Such algorithm shows that the switching sequence will have $l = P$ vectors, and its application
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requires calculating the integer and the fractional parts of the reference space vector $\omega_r$:

$$\omega_i = \text{integ}(\omega_r) \in \mathbb{Z}^{P-1}$$

(5.28)

$$\omega_f = \omega_r - \omega_i \in \mathbb{R}^{P-1}.$$  

(5.29)

The fractional part of the reference space vector $\omega_f$ is introduced in the two-level multi-phase SVPWM developed in §4.2.3 to calculate the sequence of $P$ displaced space vectors $\{\omega_{d1}, \omega_{d2}, \ldots, \omega_{dP}\}$ and their corresponding dwell times $\{\tau_1, \tau_2, \ldots, \tau_P\}$. The sequence of space vectors $\{\omega_{s1}, \omega_{s2}, \ldots, \omega_{sP}\}$ that solves the transformed modulation law in (5.22) is calculated by adding the integer part of the reference $\omega_i$ to the displaced space vector sequence:

$$\omega_{sj} = \omega_i + \omega_{dj}, \quad j = 1, 2, \ldots, P.$$  

(5.30)

The dwell time corresponding to the vectors $\omega_{sj}$ is the same as the dwell time $\tau_j$ of the vector $\omega_{dj}$.

Once the transformed modulation law has been solved the next step is to find the switching vectors $v_{sj}$ that correspond to each vector $\omega_{sj}$ in the space vector sequence. Nevertheless, all the switching vectors with the same non-homopolar component correspond to the same space vector:

$$T_\omega v_{sj} = T_\omega (v_{sj} + nu) = \omega_{sj}, \quad j = 1, 2, \ldots, P.$$  

(5.31)

Hence, the inverse transformation of (5.26) is not unique and must be written as a function of an integer parameter $n$:

$$v_{sj} = T_v \omega_{sj} + nu, \quad n \in \mathbb{Z}$$  

(5.32)

where the matrix $T_v$ adds an extra zero component to the end of the vector $\omega_s$:

$$T_v = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ 0 & 0 & \cdots & 0 \end{bmatrix}.$$  

(5.33)

Consequently, from the space vector sequence it is possible to obtain many different switching sequences, that obey the modulation law in (5.12), by using different values of $n$. All switching vectors $v_{sj}$ that correspond to the same space vector $\omega_{sj}$ are redundant, and the switching time that those redundant vectors share is the dwell time $\tau_j$ which corresponds to the space vector $\omega_{sj}$.

As the number of levels or phases increases, the number of redundant switching vectors and the complexity of selecting them increase dramatically. Therefore, a technique that makes easy to choose the final switching vectors among all redundant vectors is required.

5.2.4 Selection of the Vectors of the Switching Sequence

Until this point, the number of levels of the inverter has not been taken into account. Multilevel converters have a limited number of levels, therefore not all values of $n$ can be
used in expression (5.32) in order to calculate the final switching vectors. Very high or very low values of \( n \) will result in switching vectors with levels that cannot be reached by the inverter. Therefore, it is necessary to calculate the subset of redundant vectors that are really useful from the infinite possibilities provided by expression in (5.32).

If (5.30) is substituted in (5.32) then all the vectors of the switching sequence can be written as a function of two integer parameters \( n \) and \( j \):

\[
v_s(n, j) = T_v(\omega_i + \omega_{dj}) + nu, \quad n \in \mathbb{Z} \text{ and } j \in [1, P] \in \mathbb{N}.
\]

(5.34)

Figure 5.3 shows all switching vectors given by (5.34) arranged in a table. The switching vectors that belong to the column \( j \) map to the same space vector \( \omega_{sj} \). Hence, they are redundant vectors and share the dwell time \( \tau_j \). The switching vectors that belong to the row \( n \) form an ordered sequence of adjacent vectors because the displaced space vectors obtained with the two-level modulator are a sequence of adjacent vectors too.

In order to obtain the final switching sequence, the modulation strategy must take at least one vector from each column. A straightforward method could be selecting all vectors in a row, that is, by using a constant value of \( n \). Those vectors form a sequence of adjacent vectors so the number of switchings is minimized. Nevertheless, if a row has at least one vector that cannot be reached by the converter then none of the vectors of the row would be used. Hence, this simple method wastes some vectors and it results in a reduction of the maximum modulation index and a bad utilization of the resources of the dc link.

A more efficient method consists of making a sequence of adjacent vectors taking vectors from several rows but without increasing the number of switchings. The last vector of the row \( n \) and the first one of the upper row can be obtained by means of (5.34) as

\[
v_s(n, P) = T_v(\omega_i + \omega_{dP}) + nu
\]

(5.35)

\[
v_s(n + 1, 1) = T_v(\omega_i + \omega_{d1}) + (n + 1)u.
\]

(5.36)

Taking into account that the first and the last vectors of the displaced space vector sequence are always \( \omega_{d1} = [0, 0, \ldots, 0]^T \) and \( \omega_{dP} = [1, 1, \ldots, 1]^T \), and substituting them
in (5.35) and (5.36), the above vectors can be calculated as
\[
\mathbf{v}_s(n, P) = \mathbf{T}_v \mathbf{\omega}_i + [1, 1, \ldots, 1, 0]^T + n \mathbf{u}
\] (5.37)
\[
\mathbf{v}_s(n + 1, 1) = \mathbf{T}_v \mathbf{\omega}_i + [0, 0, \ldots, 0, 0]^T + (n + 1) \mathbf{u}
\] (5.38)

The subtraction of two vectors gives
\[
\mathbf{v}_s(n + 1, 1) - \mathbf{v}_s(n, P) = [0, 0, \ldots, 0, 1]^T.
\] (5.39)

Therefore, the last vector of a row and the first vector of the upper row are adjacent. Since vectors within the same row are also adjacent then all switching vectors in Figure 5.3 can be rearranged in an infinite string of adjacent vectors:
\[
\{ \ldots, \mathbf{v}_s(n, j - 1), \mathbf{v}_s(n, j), \mathbf{v}_s(n, j + 1), \ldots, \mathbf{v}_s(n, P), \mathbf{v}_s(n + 1, 1), \ldots \}.
\] (5.40)

Each vector in this sequence can be characterized by an integer index \( q \) defined as the sum of its components:
\[
q = \sum_{k=1}^{P} v_{s,k}(n, j) \in \mathbb{Z}.
\] (5.41)

If the transformation (5.33) is taken into account and (5.34) is substituted in (5.41) then the index \( q \) can be calculated as
\[
q = \sum_{k=1}^{P} \omega_{i,k} + \sum_{k=1}^{P} \omega_{d,j,k} + n P.
\] (5.42)

Defining \( q_i \) as
\[
q_i = \sum_{k=1}^{P} \omega_{i,k}
\] (5.43)
and, since the displaced switching vectors \( \omega_{d,j} \) are the result of reordering the rows of a triangular matrix \( \hat{D} \), the sum of their components is
\[
\sum_{k=1}^{P} \omega_{d,j,k} = j - 1.
\] (5.44)

Therefore, the index \( q \) corresponding to each switching vector \( \mathbf{v}_s(n, j) \) can be calculated from the indices \( n \) and \( j \) as
\[
q = q_i + (j - 1) + n P.
\] (5.45)

Since the value of \( j \) is bounded in the interval \([1, P]\) then there is a one-to-one correspondence between the switching vectors \( \mathbf{v}_s, j \) and the indices \( q \). Therefore the string of adjacent vectors in (5.40) can be rewritten as a function of \( q \) as:
\[
\{ \mathbf{v}_s(-\infty), \ldots, \mathbf{v}_s(q - 1), \mathbf{v}_s(q), \mathbf{v}_s(q + 1), \ldots, \mathbf{v}_s(+\infty) \}
\] (5.46)
where
\[
\mathbf{v}_s(q) = \mathbf{v}_s(n, j).
\] (5.47)
Although it is possible to make converters with different number of levels in each phase, usually, practical converters have all phases identical. Nevertheless, a modulation technique that can handle different number of levels in each phase could be useful for instance during a fault when one or more phases reduce the number of available levels \[174\]. The case in which each phase \( k \) is able to generate all levels within a certain interval will be studied\(^1\):

\[
v_s^k \in [N_{\text{min}}^k, N_{\text{max}}^k], \quad k = 1, 2, \ldots, P.
\] (5.48)

Displaced space vectors \( \omega_{dj} \) are the result of reordering the rows of the upper triangular matrix \( \hat{\mathbf{D}} \). Therefore, in addition to being the adjacent vectors, they are also sorted out in ascending order. Hence, every displaced switching vector is identical to the previous one except by one component that has increased one unit. Since the switching vectors \( v_s(q) = v_s(n, j) \) are obtained from the displaced switching vectors by means of (5.34), they have the same property too. As a consequence, for each phase \( k \), there are a couple of vectors that bound the interval within the string of adjacent vectors where all switching vectors make use of all available levels in such phase. Therefore, the indices \( q_{\text{min}}^k \) and \( q_{\text{max}}^k \), which correspond to those bounding vectors, define the interval of indices \( q \) of the switching vectors in which the converter is able to generate the phase \( k \):

\[
v_s^k \in [N_{\text{min}}^k, N_{\text{max}}^k] \quad \text{if} \quad q \in [q_{\text{min}}^k, q_{\text{max}}^k].
\] (5.49)

Those indices can be calculated from \( N_{\text{min}}^k \) and \( N_{\text{max}}^k \) as

\[
q_{\text{min}}^k = \Delta q^k + N_{\text{min}}^k P
\] (5.50)

\[
q_{\text{max}}^k = \Delta q^k + N_{\text{max}}^k P + (P - 1)
\] (5.51)

where

\[
\Delta q^k = \begin{cases} 
q_i - \omega_i^k P - \sum_{j=1}^{P} \omega_{dj}^k; & \text{if } k = 1, \ldots, P - 1 \\
q_i; & \text{if } k = P.
\end{cases}
\] (5.52)

The interval of indices \([q_{\text{min}}, q_{\text{max}}]\) where all switching vectors of the string can be generated by the converter is the intersection of the intervals \([q_{\text{min}}^k, q_{\text{max}}^k]\) of all phases:

\[
q_{\text{min}} = \max(q_{\text{min}}^1, q_{\text{min}}^2, \ldots, q_{\text{min}}^P)
\] (5.53)

\[
q_{\text{max}} = \min(q_{\text{max}}^1, q_{\text{max}}^2, \ldots, q_{\text{max}}^P).
\] (5.54)

After considering the physical limits of the converter, the infinite string of adjacent switching vectors in (5.46) is reduced to the following substring of useful vectors:

\[
\{v_s(q_{\text{min}}), \ldots, v_s(q), \ldots, v_s(q_{\text{max}})\}.
\] (5.55)

The set of \( P \) consecutive switching vectors, which permits to solve the modulation law in (5.10), must be selected within this substring. If the substring is too short and it has not at least \( P \) elements then it is not possible to approximate the reference accurately. That is, the reference lies in the overmodulation region if

\[
q_{\text{max}} - q_{\text{min}} + 1 < P.
\] (5.56)

\(^1\)In this case the number of switching states of the converter is equal to \( \prod_{k=1}^{P} N_k \) where \( N^k = N_{\text{max}}^k - N_{\text{min}}^k + 1 \) and the number of space vectors is \( \prod_{k=1}^{P} N^k - \prod_{k=1}^{P} (N^k - 1) \).
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Figure 5.4: Block diagram of the new multilevel multiphase SVPWM algorithm.

The sequence of $P$ switching vectors can be calculated from $P$ consecutive indices selected within the interval $[q_{\text{min}}, q_{\text{max}}]$ according to a certain modulation strategy:

$$\{q_1, \ldots, q_m, \ldots, q_P\}.$$  \hfill (5.57)

The selection has influence in the capacitor balancing in diode clamped and flying capacitor converters, or in the power sharing of dc sources in cascaded full-bridge converters. To obtain each vector of the switching sequence $v_s(q_m)$ it is necessary to calculate the values of $n_m$ and $j_m$ that correspond to the index $q_m$. If (5.45) is solved taking into account that $1 \leq j \leq P$ then the indices $n_m$ and $j_m$ that correspond to each index $q_m$ in (5.57) can be calculated as

$$n_m = \text{integ} \left( \frac{q_m - q_i}{P} \right)$$  \hfill (5.58)

$$j_m = q_m - q_i - n_m P + 1.$$  \hfill (5.59)

If these indices are substituted in (5.34) then each element of the switching vector sequence $\{v_{s1}, \ldots, v_{sm}, \ldots, v_{sP}\}$ is obtained as

$$v_{sm} = v_s(q_m) = v_s(n_m, j_m)$$  \hfill (5.60)

and its corresponding switching time is

$$t_m = \tau_{j_m}.$$  \hfill (5.61)

5.2.5 New Multilevel Multiphase SVPWM Algorithm

Although the previous demonstration is quite cumbersome, the algorithm derived from that mathematical treatment is very simple. The steps of the proposed SVPWM algorithm with joint-phase redundancy, which are summarized in Figure 5.4, are:

1. Obtain the normalized reference vector $v_r$ from the reference voltage $V_r$ by means of (4.7).
2. Calculate the reference space vector $\omega_r$ from $\mathbf{v}_r$ by using expression in (5.25).

3. Decompose the reference space vector into the sum of its integer part $\omega_i$ and its fractional part $\omega_f$ with (5.28) and (5.29) respectively.

4. From the fractional part, obtain the sequence of displaced space vectors $\omega_{dj}$ and their corresponding switching times $\tau_j$ by means of the two-level $(P - 1)$-phase SVPWM presented in §4.2.3.

5. From the integer part, obtain the value of $q_i$ by means of expression in (5.43).

6. Calculate the intervals $[q_{min}^k, q_{max}^k]$ that correspond to each phase $k$ by means of (5.50) and (5.51).

7. Determine the bounding indices $q_{min}$ and $q_{max}$ by using expressions in (5.53) and (5.54) respectively.

8. Test if the reference does not lie in the overmodulation region with the condition given in (5.56).

9. Select $P$ consecutive integer numbers $\{q_m\}$ within the interval $[q_{max}, q_{min}]$ according to any desired modulation strategy.

10. Calculate the values of $n_m$ and $j_m$ that correspond to each selected index $q_m$ by means of (5.58) and (5.59) respectively.

11. Obtain the vectors of the final switching sequence $\mathbf{v}_{sm}$ and their switching times $\{t_m\}$ with expressions in (5.60) and (5.61) respectively.

Finally, the trigger signals can be generated from the switching vectors and the switching times. The relationship between the switching states and the particular trigger signals of transistors depends on the multilevel topology as it was shown in chapter §2.

### 5.2.6 Example

The simplicity of the algorithm is here shown by means of an example in which the previous steps are followed. Let us consider the same example as in section §4.2.5 where the normalized reference vector is $\mathbf{v}_r = [1.43, 1.13, -0.73, -1.58, -0.25]^T$. In this case, the reference space vector is the following four-dimensional (4D) vector:

$$\omega_r = T_\omega \mathbf{v}_r = [1.68, 1.38, -0.48, -1.33]^T \quad (5.62)$$

which is composed of the following integer and fractional parts:

$$\omega_i = \text{integ}(\omega_r) = [1, 1, -1, -2]^T \quad (5.63)$$

$$\omega_f = \omega_r - \omega_i = [0.68, 0.38, 0.52, 0.67]^T. \quad (5.64)$$
If the four-phase version of the two-level multiphase algorithm in §4.2.3 is applied to the vector $\omega_f$ then the following displaced space vector sequence and with their corresponding dwell times are obtained:

$$
\begin{align*}
\omega_{d1} &= [0, 0, 0, 0]^T \quad \rightarrow \quad \tau_1 = 0.32 \\
\omega_{d2} &= [1, 0, 0, 0]^T \quad \rightarrow \quad \tau_2 = 0.01 \\
\omega_{d3} &= [1, 0, 0, 1]^T \quad \rightarrow \quad \tau_3 = 0.15 \\
\omega_{d4} &= [1, 0, 1, 1]^T \quad \rightarrow \quad \tau_4 = 0.14 \\
\omega_{d5} &= [1, 1, 1, 1]^T \quad \rightarrow \quad \tau_5 = 0.38.
\end{align*}
$$

(5.65)

The value of $q_i$ can be calculated from the integer part of the reference as

$$
q_i = \omega_i^a + \omega_i^b + \omega_i^c + \omega_i^d = -1.
$$

(5.66)

If a five-level cascaded full-bridge inverter is considered then:

$$
[N_{\min}^a, N_{\max}^a] = [N_{\min}^b, N_{\max}^b] = [N_{\min}^c, N_{\max}^c] =
$$

$$
= [N_{\min}^d, N_{\max}^d] = [N_{\min}^e, N_{\max}^e] = [-2, 2].
$$

(5.67)

Further, the intervals of indices $[q_{\min}^k, q_{\max}^k]$ corresponding to the switching vector in which the converter is able to generate the phase $k$ are

$$
\begin{align*}
[q_{\min}^a, q_{\max}^a] &= [-20, 4] \\
[q_{\min}^b, q_{\max}^b] &= [-17, 7] \\
[q_{\min}^c, q_{\max}^c] &= [-8, 16] \\
[q_{\min}^d, q_{\max}^d] &= [-4, 20] \\
[q_{\min}^e, q_{\max}^e] &= [-11, 13].
\end{align*}
$$

(5.68)

Consequently, the range of the indices that correspond to useful switching vectors is

$$
[q_{\min}, q_{\max}] = [-4, 4].
$$

(5.69)

The length of this interval is greater than five, therefore the reference vector is in the linear region and it can be accurately synthesized. Among all available possibilities, the following five consecutive indices in the top of the range have been selected:

$$
\{q_1, q_2, q_3, q_4, q_5\} = \{0, 1, 2, 3, 4\}.
$$

(5.70)

The values of $n_m$ and $j_m$ that correspond to the previous $q_m$ indices are

$$
n_1 = 0 \quad n_2 = 0 \quad n_3 = 0 \quad n_4 = 0 \quad n_5 = 1 \\
j_1 = 2 \quad j_2 = 3 \quad j_3 = 4 \quad j_4 = 5 \quad j_5 = 1.
$$

(5.71)

From (5.66), the final switching vector sequence is

$$
\begin{align*}
v_{s1} &= v_s(q_1) = v_s(n_1, j_1) = [2, 1, -1, -2, 0]^T \\
v_{s2} &= v_s(q_2) = v_s(n_2, j_2) = [2, 1, -1, -1, 0]^T \\
v_{s3} &= v_s(q_3) = v_s(n_3, j_3) = [2, 1, 0, -1, 0]^T \\
v_{s4} &= v_s(q_4) = v_s(n_4, j_4) = [2, 2, 0, -1, 0]^T \\
v_{s5} &= v_s(q_5) = v_s(n_5, j_5) = [2, 2, 0, -1, 1]^T.
\end{align*}
$$

(5.72)
As expected, all vectors can be generated by the inverter and consecutive vectors of the sequence are adjacent. Therefore, the number of switchings is minimized.

Finally, the switching times are calculated from switching times provided by the two-level modulator by means of (5.61):

\[
\begin{align*}
    t_1 &= \tau_2 = 0.01 \\
    t_2 &= \tau_3 = 0.15 \\
    t_3 &= \tau_4 = 0.14 \\
    t_4 &= \tau_5 = 0.38 \\
    t_5 &= \tau_1 = 0.32.
\end{align*}
\]

(5.73)

Table 5.1 shows a number of vectors \( v_s(n, j) \) that have been calculated with a set of indices \( n \) and \( j \) using data of the example. The vectors were calculated by means of (5.34), and after that, the index \( q \) corresponding to each one of them was obtained using the definition given in (5.41). The table verifies that all calculations made in the previous example are right. All switching vectors form an infinite string of adjacent vectors. In each phase there is a substring in which all output levels corresponding to that phase are in the interval of levels available in the converter. For instance, all vectors within the interval \( [q_{\text{min}}^a, q_{\text{max}}^a] = [-20, 4] \) have the levels of phase \( a \) in the interval \( [N_{\text{min}}^a, N_{\text{max}}^a] = [-2, 2] \). The intersections of all intervals are the switching vectors in the interval between \( q_{\text{min}} = -4 \) and \( q_{\text{max}} = 4 \). All those vectors have all levels in all phases between \(-2 \) and \( 2 \). Therefore, all of them can be generated by the converter. Finally, the selected switching vectors are the last five elements in this interval.

5.2.7 Algorithm Features

As the new SVPWM algorithm makes use of the two-level modulator without redundancy presented in previous chapter both of them have many common features. Its computational cost is low and independent of the number of levels. Lookup tables, trigonometric functions or memories to store predefined switching sequences are not needed. Hence, the algorithm is well suited for real time implementation in low cost devices. The new proposed modulation technique, even with the high number \( (N_P^a) \) of available space vectors in multilevel multiphase converters, handles all space vectors without discarding any of them. In addition, the provided switching vector sequence is in order and consequently it minimizes the number of switchings. Hence no extra effort is needed to achieve this significant goal.

The performance of the new SVPWM algorithm is better than the previous SVPWM algorithm when it is applied to a converter with joint-phase switching redundancy. For the same number of phases the switching sequence is made with one vector less. Therefore, the number of switchings is approximately reduced by a factor of \( P/(P+1) \). The modulation index \( m \), as it was defined in (4.45), has a range of

\[
0 \leq m \leq \frac{N - 1}{2 \cos \frac{\pi}{2P}}.
\]

(5.74)

Therefore, the new algorithm extends the modulation index leading to a better utilization of the resources of the dc link.
## 5.2. Algorithm Development

Table 5.1

Switching vector string of the example.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$j$</th>
<th>$[v^a_s, v^b_s, v^c_s, v^d_s, v^e_s]^T$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$[5, 4, 2, 1, 3]^T$</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$[4, 4, 2, 1, 3]^T$</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>$[4, 4, 2, 1, 2]^T$</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>$[4, 3, 2, 1, 2]^T$</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>$[4, 3, 1, 1, 2]^T$</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$[4, 3, 1, 0, 2]^T$</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$[3, 3, 1, 0, 2]^T$</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>$[3, 3, 1, 0, 1]^T$</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>$[3, 2, 1, 0, 1]^T$</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>$[3, 2, 0, 0, 1]^T$</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>$[3, 2, 0, 1, 1]^T$</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>$[2, 2, 0, 1, 1]^T$</td>
<td>$4 &lt;$</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>$[2, 2, 0, 1, 0]^T$</td>
<td>$3 &lt;$</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>$[2, 1, 0, 1, 0]^T$</td>
<td>$2 &lt;$</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>$[2, 1, 0, 1, 1]^T$</td>
<td>$1 &lt;$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>$[2, 1, 0, 1, 0]^T$</td>
<td>$0 &lt;$</td>
</tr>
<tr>
<td>−1</td>
<td>5</td>
<td>$[1, 1, 0, 1, 0]^T$</td>
<td>−1</td>
</tr>
<tr>
<td>−1</td>
<td>4</td>
<td>$[1, 0, 1, 0, 1]^T$</td>
<td>−2</td>
</tr>
<tr>
<td>−1</td>
<td>3</td>
<td>$[1, 0, 1, 2, 1]^T$</td>
<td>−3</td>
</tr>
<tr>
<td>−1</td>
<td>2</td>
<td>$[1, 0, 1, 2, 1]^T$</td>
<td>−4</td>
</tr>
<tr>
<td>−1</td>
<td>1</td>
<td>$[0, 0, 1, 2, 1]^T$</td>
<td>−5</td>
</tr>
<tr>
<td>−2</td>
<td>5</td>
<td>$[0, 0, 1, 2, 0]^T$</td>
<td>−6</td>
</tr>
<tr>
<td>−2</td>
<td>4</td>
<td>$[0, 0, 1, 2, 0]^T$</td>
<td>−7</td>
</tr>
<tr>
<td>−2</td>
<td>3</td>
<td>$[0, 0, 1, 2, 0]^T$</td>
<td>−8</td>
</tr>
<tr>
<td>−2</td>
<td>2</td>
<td>$[0, 0, 1, 2, 0]^T$</td>
<td>−9</td>
</tr>
<tr>
<td>−2</td>
<td>1</td>
<td>$[0, 0, 1, 2, 0]^T$</td>
<td>−10</td>
</tr>
<tr>
<td>−3</td>
<td>5</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−11</td>
</tr>
<tr>
<td>−3</td>
<td>4</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−12</td>
</tr>
<tr>
<td>−3</td>
<td>3</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−13</td>
</tr>
<tr>
<td>−3</td>
<td>2</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−14</td>
</tr>
<tr>
<td>−3</td>
<td>1</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−15</td>
</tr>
<tr>
<td>−4</td>
<td>5</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−16</td>
</tr>
<tr>
<td>−4</td>
<td>4</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−17</td>
</tr>
<tr>
<td>−4</td>
<td>3</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−18</td>
</tr>
<tr>
<td>−4</td>
<td>2</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−19</td>
</tr>
<tr>
<td>−4</td>
<td>1</td>
<td>$[-1, 0, 1, 2, 0]^T$</td>
<td>−20</td>
</tr>
<tr>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
</tbody>
</table>
5.3 Hardware Implementation

The Digilent S3 board, which hosts a XC3S200 FPGA from Xilinx, was used to implement the new SVPWM algorithm for the five-level five-phase cascaded full bridge inverter shown in Figure 5.5. Before carrying out the description of the algorithm using very-high-speed integrated circuit hardware description language (VHDL), the model of the hardware implementation was first tested by simulation using the Simulink model shown in Figure 5.6. The algorithm implementation follows the steps given in section §5.2.5. In that figure, the block transformation implements (5.25) to calculate the 4D vector \( \omega_r \).

The fractional part of the reference space vector \( \omega_f \) feeds the block SVPWM 2L 4P. This block is the two-level multiphase SVPWM developed in §4.3 and particularized for four phases. The block q limits implements (5.50), (5.51), (5.53) and (5.54) to calculate the range of indices \([q_{\text{min}}, q_{\text{max}}]\) that correspond to the set of useful switching vectors. The block \{q\} selection selects, in the middle of the range, the following five consecutive indices: \( q_1 = q_3 - 2, q_2 = q_3 - 1, q_3 = \text{int}(q_{\text{max}}/2), q_4 = q_3 + 1 \) and \( q_5 = q_3 + 2 \). The overmodulation condition in (5.56) was not tested in our implementation. Next, the
### 5.4 Experimental Results

Table 5.2

<table>
<thead>
<tr>
<th>Resource Type</th>
<th>Total</th>
<th>Available</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Device: xc3s200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Slice Flip Flops:</td>
<td>2,307</td>
<td>3,840</td>
<td>60%</td>
</tr>
<tr>
<td>Number of 4 input LUTs:</td>
<td>2,815</td>
<td>3,840</td>
<td>73%</td>
</tr>
<tr>
<td>Number of occupied Slices:</td>
<td>1,918</td>
<td>1,920</td>
<td>99%</td>
</tr>
<tr>
<td>Total Number 4 input LUTs:</td>
<td>2,856</td>
<td>3,840</td>
<td>74%</td>
</tr>
<tr>
<td>Number of bonded IOBs:</td>
<td>91</td>
<td>173</td>
<td>52%</td>
</tr>
<tr>
<td>IOB Flip Flops:</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Block RAMs:</td>
<td>0</td>
<td>12</td>
<td>0%</td>
</tr>
<tr>
<td>Number of MULT18X18s:</td>
<td>0</td>
<td>12</td>
<td>0%</td>
</tr>
<tr>
<td>Number of GCLKs:</td>
<td>8</td>
<td>8</td>
<td>100%</td>
</tr>
<tr>
<td>Number of Startups:</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>Total equivalent gate count for design:</td>
<td>38,879</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Block \((n,j)\) indices implements the expressions in (5.58) and (5.59) to calculate the set of indices \(n_m\) and \(j_m\) that corresponds to the selected indices \(\{q_m\}\). The block inverse transformation implements (5.60) in order to obtain the final switching vector sequence \(\{v_{sm}\}\). The switching times \(\{t_m\}\) are obtained by means of the block selection which implements (5.61). Finally, the algorithm was described in VHDL by following the block diagram of Simulink. An extra block was added to translate the switching vectors into the gate signals for triggering the five-level cascaded full-bridge inverter. Table 5.2 shows the summary of resources used by the implementation. It is important to remark that block random access memories (BRAMs) and multipliers available in the FPGA were not used because algorithm does not need data storage or multiplication operations. Even though the implementation of the SVPWM algorithm with joint-phase switching state redundancy involves more blocks than the SVPWM algorithm without redundancy, the total equivalent gate count is only a little higher. That is because in the new algorithm most of the operations involve 4D vectors which require less resources than the five-dimensional (5D) vectors used by its counterpart.

### 5.4 Experimental Results

The SVPWM algorithm was tested by using a laboratory prototype. Figure 5.7 shows the block diagram and a photograph of the experimental setup that includes the FPGA, a dSPACE platform, the inverter and the load. The DSPACE DS1103 PPC Controller Board provides the reference vectors to the FPGA. The trigger signals generated by the FPGA control the transistors of the multilevel inverter. The five-level five-phase cascaded full-bridge inverter shown in Figure 5.5, with 3125 different switching states and 2101 space vectors, was used in the experiments. The dc source voltage of each full-bridge cell is 60 V. Therefore the inverter voltage step \(V_{dc}\) is 60 V as well. The load is a five-phase distributed-concentrated winding induction motor of four poles with isolated neutral. This motor was specifically built for the tests by rewinding the stator phases on the thirty stator slots of a 1.1 kW three-phase motor.

Experimental measurements are compared with simulation results in Figure 5.8 when a 50 Hz balanced sinusoidal reference is considered. The simulation model of the experimen-
tal setup was done in Simulink including the algorithm implementation previously shown in Figure 5.6. A low switching frequency (2 kHz) was selected to make the comparison easier. There is a good agreement between the simulation model and the experimental setup, except for some lost switching pulses due to the dead time included in trigger signals which was not considered in the simulation model.

The performance of the proposed SVPWM algorithm was tested at high and at low modulation indices. In the first case the maximum modulation index was used ($m = 2.102$) and in the second one a modulation index of 0.8 was considered. In both tests, the voltage reference is a 50 Hz balanced sinusoidal wave and the switching frequency is 10 kHz. Figure 5.9 shows the inverter leg voltage $V_s^a$ and the low-order voltage harmonics. The filtered leg voltage has a fundamental component that is set by the voltage reference and a fifth harmonic that depends on the selected indices $q$. This fifth harmonic, which is not present in the SVPWM without redundancy of previous chapter, is what permits the new algorithm to extend the modulation index beyond $m = 2$ up to $m = 2.102$. Voltages have been measured in the points displayed in Figure 5.5 taking the neutral voltage of the inverter as reference. Figure 5.10 shows the load voltage and load current together with the low-order voltage harmonics. The channel one of the oscilloscope shows the line-to-line voltage $V_s^a - V_s^b$, the channel two shows the same waveform after been filtered, the channel three is the filtered voltage of the neutral of the load $V_n$ and the channel four
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![Comparison of experimental measurements with simulation results.](image)

Figure 5.8: Comparison of experimental measurements with simulation results.

![Experimental results. Ch1: leg voltage $V_s^a$; Ch2: filtered leg voltage $V_s^a$.](image)

Figure 5.9: Experimental results. Ch1: leg voltage $V_s^a$; Ch2: filtered leg voltage $V_s^a$. 

(a) $m = 2.102$

(b) $m = 0.8$
shows the phase current $I_s^a$. At a high modulation index, the line-to-line voltage is a nine-level waveform because the modulation algorithm takes advantage of all five levels of the inverter. In this case, the low-order harmonics are negligible and the total harmonic distortion (THD) is 1.4%. In the line-to-line waveform there is not the fifth harmonic present (the same applies to the phase voltage) because it is a common mode signal that appears as a fluctuation in the neutral voltage. If the modulation index is low, then the low-order harmonics of the line-to-line voltage increase because the modulation algorithm uses fewer levels. In this case the line-to-line voltage has only three different levels and the THD increases up to 5.5%.

Figure 5.11 shows the trajectories of the inverter output voltage $V_s$ and the load current vectors in stationary dq frames in the case of $m = 2.102$. Both vectors move, at constant speed, along a circular trajectory in the dq1 plane. There is no third harmonic present in the output voltage; hence, as expected, vectors in the dq3 plane stay close to the origin. Trajectories of the new SVPWM algorithm in the stationary frame are similar to the trajectories of the SVPWM without redundancy of previous chapter.
5.5 Application to Three-Phase Three-Leg Converters

5.5.1 2D SVPWM Algorithm With State Redundancy

The modulation algorithm for three-phase systems is obtained by making \( P = 3 \) in the general multiphase algorithm. In this case, the normalized reference vector \( \mathbf{v}_r = [v_r^a, v_r^b, v_r^c]^T \) can be calculated by means of (4.48), and its corresponding reference space vector \( \mathbf{\omega}_r = [\omega_r^a, \omega_r^b]^T \) is a two-dimensional (2D) vector that can be calculated from (5.25) as

\[
\mathbf{\omega}_r = \mathbf{T}_\omega \mathbf{v}_r \in \mathbb{R}^2
\]  

where the transformation matrix \( \mathbf{T}_\omega \) is

\[
\mathbf{T}_\omega = \begin{bmatrix}
1 & 0 & -1 \\
0 & 1 & -1
\end{bmatrix}.
\]

Hence, the components of the reference space vector can be easily calculated from the reference vectors as

\[
\omega_r^a = v_r^a - v_r^c \\
\omega_r^b = v_r^b - v_r^c.
\]  

In accordance with (5.28) and (5.29), the integer and fractional parts of the reference

Figure 5.11: Trajectories of the output voltage and the current vectors in stationary \( dq \) axes.


Table 5.3  
Permutation matrix in the 2D SVPWM algorithm.

<table>
<thead>
<tr>
<th>$C_{ab}$</th>
<th>Ordered vector $\hat{\omega}_f$</th>
<th>Matrix $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\hat{\omega}_f^a = \omega_f^b$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 \ 0 &amp; 1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>1</td>
<td>$\hat{\omega}_f^a = \omega_f^a$</td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

The displaced space vectors $\omega_{d1} = [\omega_{d1}^a, \omega_{d1}^b]^T$, $\omega_{d2} = [\omega_{d2}^a, \omega_{d2}^b]^T$ and $\omega_{d3} = [\omega_{d3}^a, \omega_{d3}^b]^T$ that approximate the fractional part of the reference space vector $\omega_f$ are obtained by means of a two-level 2D SVPWM algorithm. The application of the algorithm developed in §4.2.3 requires calculating the permutation matrix $P$ that sorts the components of vector $\omega_f$. Such matrix can be easily determined by testing the following logical condition:

$$C_{ab} = [\omega_f^a \geq \omega_f^b].$$

Relationships between the result of this condition and the permutation matrix $P$ are shown in Table 5.3. Next, the matrix $D$ is calculated from the upper triangular matrix $\hat{D}$ in (4.30) by means of (4.32) as

$$D = P^T \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{bmatrix}.$$ (5.81)

The sequence of displaced space vectors $\{\omega_{d1}, \omega_{d2}, \omega_{d3}\}$ is extracted from the matrix $D$ taking into account the expression in (4.22):

$$D = \begin{bmatrix} 1 & 1 & 1 \\ \omega_{d1}^a & \omega_{d2}^a & \omega_{d3}^a \\ \omega_{d1}^b & \omega_{d2}^b & \omega_{d3}^b \end{bmatrix}.$$ (5.82)

The dwell time corresponding to each displaced switching vector is calculated directly from the components of $\hat{\omega}_f$ by means of (4.33) as

$$\tau_1 = 1 - \hat{\omega}_f^a,$$
$$\tau_2 = \hat{\omega}_f^a - \hat{\omega}_f^b,$$
$$\tau_3 = \hat{\omega}_f^b.$$ (5.83)
Table 5.4

<table>
<thead>
<tr>
<th>$C_{arb}$</th>
<th>Displaced space vector sequence $\omega_{s,j}$</th>
<th>Dwell times $\tau_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\omega_{d1} = [0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\omega_{d2} = [0, 1]^T$</td>
<td>$\tau_2 = \omega_f^b - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\omega_{d3} = [1, 1]^T$</td>
<td>$\tau_3 = \omega_f^a$</td>
</tr>
<tr>
<td>1</td>
<td>$\omega_{d1} = [0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td>$\omega_{d2} = [1, 0]^T$</td>
<td>$\tau_2 = \omega_f^a - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td>$\omega_{d3} = [1, 1]^T$</td>
<td>$\tau_3 = \omega_f^b$</td>
</tr>
</tbody>
</table>

If the two-level modulation problem is solved in the two cases in Table 5.3 then the results shown in Table 5.4 are obtained.

The value of $q_i$ is obtained from the integer part of the reference space vector $\omega_i$ by means of expression in (5.43) as

$$q_i = \omega_i^a + \omega_i^b.$$

The intervals $[q_{\text{min}}^a, q_{\text{max}}^a]$, $[q_{\text{min}}^b, q_{\text{max}}^b]$ and $[q_{\text{min}}^c, q_{\text{max}}^c]$ that correspond to every phase are calculated by means of (5.50) and (5.51) as

$$[q_{\text{min}}^a, q_{\text{max}}^a] = [\Delta q^a + 3N_{\text{min}}^a, \Delta q^a + 3N_{\text{max}}^a + 2]$$
$$[q_{\text{min}}^b, q_{\text{max}}^b] = [\Delta q^b + 3N_{\text{min}}^b, \Delta q^b + 3N_{\text{max}}^b + 2]$$
$$[q_{\text{min}}^c, q_{\text{max}}^c] = [\Delta q^c + 3N_{\text{min}}^c, \Delta q^c + 3N_{\text{max}}^c + 2]$$

where from (5.52) and taking into account the particular values of $\omega_{d1}$ and $\omega_{d3}$ in Table 5.4 one has

$$\Delta q^a = q_i - 3\omega_i^a - \omega_{d2}^a - 1$$
$$\Delta q^b = q_i - 3\omega_i^b - \omega_{d2}^b - 1$$
$$\Delta q^c = q_i.$$

The bounding indices $q_{\text{min}}$ and $q_{\text{max}}$ are determined by using expressions in (5.53) and (5.54), respectively, as

$$q_{\text{min}} = \max(q_{\text{min}}^a, q_{\text{min}}^b, q_{\text{min}}^c)$$
$$q_{\text{max}} = \min(q_{\text{max}}^a, q_{\text{max}}^b, q_{\text{max}}^c).$$

By means of the condition given in (5.56) it can be tested if the reference does not lie in the overmodulation region as

$$q_{\text{max}} - q_{\text{min}} < 2.$$

The next step is to choose three consecutive integer numbers $\{q_1, q_2, q_3\}$ within the interval $[q_{\text{max}}, q_{\text{min}}]$ according to any desired modulation strategy. The values of $n_1$, $n_2$ and $n_3$ that
correspond to selected indices are calculated from (5.58) as
\[ n_1 = \text{integ} \left( \frac{q_1 - q_i}{3} \right) \]
\[ n_2 = \text{integ} \left( \frac{q_2 - q_i}{3} \right) \]
\[ n_3 = \text{integ} \left( \frac{q_3 - q_i}{3} \right) \]  
(5.90)

and the values of \( j_1, j_2 \) and \( j_3 \) by means of (5.59) as
\[ j_1 = q_1 - q_i - 3n_1 + 1 \]
\[ j_2 = q_2 - q_i - 3n_2 + 1 \]
\[ j_3 = q_3 - q_i - 3n_3 + 1. \]  
(5.91)

Finally, the vectors of the switching vector are calculated from (5.60) as
\[ v_{s1} = \left[ \omega_i^a + \omega_{d1}^a + n_1, \omega_i^b + \omega_{d1}^b + n_1 \right]^T \]
\[ v_{s2} = \left[ \omega_i^a + \omega_{d2}^a + n_2, \omega_i^b + \omega_{d2}^b + n_2 \right]^T \]  
(5.92)
\[ v_{s3} = \left[ \omega_i^a + \omega_{d3}^a + n_3, \omega_i^b + \omega_{d3}^b + n_3 \right]^T \]
and their corresponding switching times by means of (5.61) as
\[ t_1 = \tau_{j_1} \]
\[ t_2 = \tau_{j_2} \]  
(5.93)
\[ t_3 = \tau_{j_3}. \]

5.5.2 Example

Let us consider the same example as in section §4.5.2 where the normalized reference vector is \( \mathbf{v}_r = [0.59, -1.86, 1.27]^T \). In this case, the reference space vector, calculated by means of (5.75), is the following 2D vector:
\[ \omega_r = \mathbf{T}_\omega \mathbf{v}_r = [-0.68, -3.13]^T \]  
(5.94)

In accordance with (5.78) and (5.79), the integer and fractional parts of the reference space vector are
\[ \omega_i = \text{integ}(\omega_r) = [-1, -4]^T \]  
(5.95)
\[ \omega_f = \omega_r - \omega_i = [0.32, 0.87]^T. \]  
(5.96)

After evaluating the condition in (5.80)
\[ C_{ab} = [\omega_f^a \geq \omega_f^b] = 0. \]  
(5.97)

Table 5.4 provides the following displaced space vector sequence:
\[ \omega_{d1} = [0, 0]^T \]
\[ \omega_{d2} = [0, 1]^T \]  
(5.98)
\[ \omega_{d3} = [1, 1]^T \]
and the corresponding dwell times:
\[
\begin{align*}
\tau_1 &= 1 - \omega_f^b = 0.13 \\
\tau_2 &= \omega_f^b - \omega_f^a = 0.55 \\
\tau_3 &= \omega_f^a = 0.32.
\end{align*}
\] (5.99)

The value of the index \(q_i\) that corresponds to the integer part of the reference space vector can be calculated by means of (5.84) as
\[
q_i = \omega_i^a + \omega_i^b = -5.
\] (5.100)

If a five-level cascaded full-bridge inverter is considered then
\[
[N_{\text{min}}^a, N_{\text{max}}^a] = [N_{\text{min}}^b, N_{\text{max}}^b] = [N_{\text{min}}^c, N_{\text{max}}^c] = [-2, 2].
\] (5.101)

In this case, the intervals of indices that correspond to the switching vectors in which the converter is able to generate every phase voltage are calculated by means of (5.85) as
\[
[q_{\text{min}}^a, q_{\text{max}}^a] = [-9, 5] \\
[q_{\text{min}}^b, q_{\text{max}}^b] = [-1, 13] \\
[q_{\text{min}}^c, q_{\text{max}}^c] = [-11, 3].
\] (5.102)

Consequently, from (5.87) and (5.88), the range of the indices that correspond to useful switching vectors is
\[
[q_{\text{min}}, q_{\text{max}}] = [-1, 3].
\] (5.103)

The length of this interval is greater than three, therefore the reference vector is not in the overmodulation region and it can be accurately synthesized. Among all available possibilities, the following three first indices within the range have been selected:
\[
\{q_1, q_2, q_3\} = \{-1, 0, 1\}.
\] (5.104)

The values of \(n_m\) and \(j_m\) that correspond to these \(q_m\) indices can be calculated by means of (5.90) and (5.91) as
\[
\begin{align*}
n_1 &= 1 & n_2 &= 1 & n_3 &= 2 \\
j_1 &= 2 & j_2 &= 3 & j_3 &= 1.
\end{align*}
\] (5.105)

Finally, the following switching vector sequence
\[
\begin{align*}
\mathbf{v}_{s1} &= \mathbf{v}_s(q_1) = \mathbf{v}_s(n_1, j_1) = [0, -2, 1]^T \\
\mathbf{v}_{s2} &= \mathbf{v}_s(q_2) = \mathbf{v}_s(n_2, j_2) = [1, -2, 1]^T \\
\mathbf{v}_{s3} &= \mathbf{v}_s(q_3) = \mathbf{v}_s(n_3, j_3) = [1, -2, 2]^T.
\end{align*}
\] (5.106)

Together with their corresponding switching times
\[
\begin{align*}
t_1 &= \tau_2 = 0.55 \\
t_2 &= \tau_3 = 0.32 \\
t_3 &= \tau_1 = 0.13.
\end{align*}
\] (5.107)

are obtained by means of (5.92) and (5.93), respectively.
5.5.3 Comparison With Existing 2D Algorithm

The fast multilevel SVPWM algorithm for multilevel three-phase converters presented by Čelanovic and Boroyevich in [72] is a 2D modulation algorithm which uses the transformation already given with (3.4) and repeated here for convenience

\[
\begin{bmatrix}
    v^g \\
v^h
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
    2 & -1 & -1 \\
    -1 & 2 & -1 \\
    0 & 1 & -1 
\end{bmatrix} \begin{bmatrix}
    v^a - v^b \\
v^b - v^c \\
v^c - v^a
\end{bmatrix},
\]  

(5.108)

to represent the reference vector and the switching vectors in the gh space. The above expression can be rewritten as

\[
\begin{bmatrix}
    v^g \\
v^h
\end{bmatrix} = \begin{bmatrix}
    1 & -1 & 0 \\
    0 & 1 & -1 
\end{bmatrix} \begin{bmatrix}
    v^a \\
v^b \\
v^c
\end{bmatrix},
\]  

(5.109)

which is very similar to transformation in (5.75) used by the new 2D SVPWM algorithm. Once in the gh space, the fast multilevel SVPWM algorithm searches the three nearest space vectors to the reference vector. This is done by means of a comparison operation following a similar procedure as in (5.97). Dwell times corresponding to the three nearest space vector are obtained from the fractional parts of the reference space vector as in (5.99). Consequently, both algorithms have a similar computational cost to calculate space vectors and dwell times.

The application of the fast multilevel SVPWM algorithm to the reference vector \( v_r = [0.59, -1.86, 1.27]^T \), considered in the example of §5.5.2 provides the following results:

\[
\begin{align*}
[v_{s1}^g, v_{s1}^h]^T &= [2, -3]^T \quad \rightarrow \quad \tau_1 = 0.13 \\
[v_{s2}^g, v_{s2}^h]^T &= [3, -4]^T \quad \rightarrow \quad \tau_3 = 0.32 \\
[v_{s3}^g, v_{s3}^h]^T &= [3, -3]^T \quad \rightarrow \quad \tau_2 = 0.55
\end{align*}
\]  

(5.110)

If the vectors of the switching sequence in (5.106), which have been obtained in that example, are transformed by means of (5.108) then the following space vectors in the gh frame are obtained

\[
\begin{align*}
\mathbf{v}_{s1} : [v_{s1}^g, v_{s1}^h]^T &= [2, -3]^T \quad \rightarrow \quad \tau_1 = 0.13 \\
\mathbf{v}_{s2} : [v_{s2}^g, v_{s2}^h]^T &= [3, -3]^T \quad \rightarrow \quad \tau_2 = 0.55, \\
\mathbf{v}_{s3} : [v_{s3}^g, v_{s3}^h]^T &= [3, -3]^T \quad \rightarrow \quad \tau_3 = 0.32
\end{align*}
\]  

(5.111)

which are the same as the previous vectors, except for the way in which they are sorted. Figure 5.12 shows that if space vectors of the fast multilevel SVPWM algorithm are properly sorted then the result obtained with both modulation techniques in the gh frame is the same.

As it was shown in section §3.2, the fast multilevel SVPWM algorithm provides an unsorted space vector sequence and it does not include an efficient method to obtain the switching vector sequence from space vectors. Consequently, the new 2D SVPWM algorithm can be considered as an extension of the fast algorithm that includes such feature.
5.5. APPLICATION TO THREE-PHASE THREE-LEG CONVERTERS

Figure 5.12: 2D algorithms comparison in the $gh$ space.
5.5.4 Experimental Results

The SVPWM algorithm was described for a three-level inverter by using VHDL and it was implemented in a Digilent S3 board. Table 5.5 shows a summary of the resources used by the implementation. Neither BRAMs or the multipliers available in the FPGA were used because the algorithm does not need data storage or multiplication operations.

Figure 5.13 shows the FPGA output waveforms that correspond to the trigger signals in the case \( v_r = [-0.16, 0.52, -0.77]^T \). The new algorithm was tested with a three-level neutral-point clamped (NPC) inverter driving a star connected induction motor. The experimental setup is the same as used in §4.5.4 so the measurement points and the reference voltage are the same displayed in Figure 3.2. A reference voltage with 50 Hz fundamental frequency and a 10 kHz output switching frequency were considered. Figure 5.14 shows the inverter output leg voltage, and the low-order voltage harmonics, in the case of balanced sinusoidal reference with modulation index \( m = 1.15 \). The SVPWM algorithm injects an homopolar component in the leg voltage (channels one and two of the oscilloscope) as Figure 5.14a shows. This homopolar component is the voltage of the neutral point of the load \( V_n \) that is shown in channel three. The homopolar component
5.6. Application to Three-Phase Four-Leg Converters

5.6.1 3D SVPWM Algorithm With State Redundancy

Section 4.6 has shown that switching vectors of four-leg converters include the switching states of each leg. Therefore, the modulation algorithm for four-leg converters can be obtained by making \( P = 4 \) in the multiphase algorithm. In this case, the normalized reference vector \( \mathbf{v}_r = [v_{ra}, v_{rb}, v_{rc}, v_{rn}]^T \) can be obtained by means of (4.67), and its corresponding reference space vector \( \mathbf{\omega}_r = [\omega_{ra}, \omega_{rb}, \omega_{rc}]^T \) is a three-dimensional (3D) vector that can be calculated from (5.25) as

\[
\mathbf{\omega}_r = \mathbf{T}_\omega \mathbf{v}_r \in \mathbb{R}^3
\]

(5.112)

where the transformation matrix \( \mathbf{T}_\omega \) is

\[
\mathbf{T}_\omega = \begin{bmatrix}
1 & 0 & 0 & -1 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & -1 \\
\end{bmatrix}
\]

(5.113)
Hence, the components of the reference space vector can be easily calculated from the reference vector as
\[
\begin{align*}
\omega_r^a &= v_r^a - v_r^n \\
\omega_r^b &= v_r^b - v_r^n \\
\omega_r^c &= v_r^c - v_r^n.
\end{align*}
\] (5.114)

In accordance with (5.28) and (5.29), the integer and fractional parts of the reference space vector are
\[
\begin{align*}
\omega_i &= \text{integ}(\omega_r) = [\omega_i^a, \omega_i^b, \omega_i^c]^T \in \mathbb{Z}^3 \\
\omega_f &= \omega_r - \omega_i = [\omega_f^a, \omega_f^b, \omega_f^c]^T \in \mathbb{R}^3.
\end{align*}
\] (5.115) (5.116)

The sequence of displaced space vectors, \( \omega_{d1} = [\omega_{d1}^a, \omega_{d1}^b, \omega_{d1}^c]^T, \omega_{d2} = [\omega_{d2}^a, \omega_{d2}^b, \omega_{d2}^c]^T, \omega_{d3} = [\omega_{d3}^a, \omega_{d3}^b, \omega_{d3}^c]^T \) and \( \omega_{d4} = [\omega_{d4}^a, \omega_{d4}^b, \omega_{d4}^c]^T \), that approximate the fractional part of the reference space vector \( \omega_f \) must be obtained by means of a two-level 3D SVPWM algorithm without redundancy. If the 3D SVPWM algorithm developed in §4.5.1 is used to calculate the displaced space vector sequence and their dwell times then the Table 5.6 is obtained, in which
\[
\begin{align*}
C_{ab} &= [\omega_f^a \geq \omega_f^b] \\
C_{bc} &= [\omega_f^b \geq \omega_f^c] \\
C_{ca} &= [\omega_f^c \geq \omega_f^a].
\end{align*}
\] (5.117)

The value of \( q_i \) is obtained from the integer part of the reference space vector by means of expression in (5.43) as
\[
q_i = \omega_i^a + \omega_i^b + \omega_i^c.
\] (5.118)

The intervals \([q_{\min}^a, q_{\max}^a], [q_{\min}^b, q_{\max}^b], [q_{\min}^c, q_{\max}^c]\) and \([q_{\min}^n, q_{\max}^n]\) that correspond to every phase are calculated by means of (5.50) and (5.51) as
\[
\begin{align*}
&q_{\min}^a, q_{\max}^a = [\Delta q^a + 3N_{\min}^a, \Delta q^a + 3N_{\max}^a + 2] \\
&q_{\min}^b, q_{\max}^b = [\Delta q^b + 3N_{\min}^b, \Delta q^b + 3N_{\max}^b + 2] \\
&q_{\min}^c, q_{\max}^c = [\Delta q^c + 3N_{\min}^c, \Delta q^c + 3N_{\max}^c + 2] \\
&q_{\min}^n, q_{\max}^n = [\Delta q^n + 3N_{\min}^n, \Delta q^n + 3N_{\max}^n + 2]
\end{align*}
\] (5.119)

where from (5.52) and taking into account the particular values of \( \omega_{d1} \) and \( \omega_{d4} \) in Table 5.6 then
\[
\begin{align*}
\Delta q^a &= q_i - 4\omega_i^a - \omega_{d2}^a - \omega_{d3}^a - 1 \\
\Delta q^b &= q_i - 4\omega_i^b - \omega_{d2}^b - \omega_{d3}^b - 1 \\
\Delta q^c &= q_i - 4\omega_i^c - \omega_{d2}^c - \omega_{d3}^c - 1 \\
\Delta q^n &= q_i.
\end{align*}
\] (5.120)

The bounding indices \( q_{\min} \) and \( q_{\max} \) are determined by using expressions in (5.53) and (5.54), respectively, as
\[
\begin{align*}
q_{\min} &= \max(q_{\min}^a, q_{\min}^b, q_{\min}^c, q_{\min}^n) \\
q_{\max} &= \min(q_{\max}^a, q_{\max}^b, q_{\max}^c, q_{\max}^n).
\end{align*}
\] (5.121) (5.122)
### Table 5.6
Displaced space vector sequence and dwell times of the 3D SVPWM algorithm.

<table>
<thead>
<tr>
<th>$C_{ab}$</th>
<th>$C_{bc}$</th>
<th>$C_{ca}$</th>
<th>Displaced space vector sequence $\omega_{s,j}$</th>
<th>Dwell times $\tau_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 1</td>
<td></td>
<td></td>
<td>$\omega_{d_1} = [0, 0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_2} = [0, 0, 1]^T$</td>
<td>$\tau_2 = \omega_f^c - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_3} = [0, 1, 1]^T$</td>
<td>$\tau_3 = \omega_f^b - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_4} = [1, 1, 1]^T$</td>
<td>$\tau_4 = \omega_f^a$</td>
</tr>
<tr>
<td>0 1 0</td>
<td></td>
<td></td>
<td>$\omega_{d_1} = [0, 0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_2} = [0, 1, 0]^T$</td>
<td>$\tau_2 = \omega_f^b - \omega_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_3} = [1, 1, 0]^T$</td>
<td>$\tau_3 = \omega_f^c - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_4} = [1, 1, 1]^T$</td>
<td>$\tau_4 = \omega_f^a$</td>
</tr>
<tr>
<td>0 1 1</td>
<td></td>
<td></td>
<td>$\omega_{d_1} = [0, 0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_2} = [1, 0, 0]^T$</td>
<td>$\tau_2 = \omega_f^a - \omega_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_3} = [1, 1, 0]^T$</td>
<td>$\tau_3 = \omega_f^c - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_4} = [1, 1, 1]^T$</td>
<td>$\tau_4 = \omega_f^b$</td>
</tr>
<tr>
<td>1 0 0</td>
<td></td>
<td></td>
<td>$\omega_{d_1} = [0, 0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_2} = [1, 0, 1]^T$</td>
<td>$\tau_2 = \omega_f^a - \omega_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_3} = [1, 1, 0]^T$</td>
<td>$\tau_3 = \omega_f^c - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_4} = [1, 1, 1]^T$</td>
<td>$\tau_4 = \omega_f^b$</td>
</tr>
<tr>
<td>1 1 0</td>
<td></td>
<td></td>
<td>$\omega_{d_1} = [0, 0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_2} = [1, 0, 0]^T$</td>
<td>$\tau_2 = \omega_f^c - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_3} = [1, 1, 0]^T$</td>
<td>$\tau_3 = \omega_f^a - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_4} = [1, 1, 1]^T$</td>
<td>$\tau_4 = \omega_f^b$</td>
</tr>
<tr>
<td>1 0 1</td>
<td></td>
<td></td>
<td>$\omega_{d_1} = [0, 0, 0]^T$</td>
<td>$\tau_1 = 1 - \omega_f^c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_2} = [0, 0, 1]^T$</td>
<td>$\tau_2 = \omega_f^c - \omega_f^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_3} = [1, 0, 1]^T$</td>
<td>$\tau_3 = \omega_f^a - \omega_f^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega_{d_4} = [1, 1, 1]^T$</td>
<td>$\tau_4 = \omega_f^b$</td>
</tr>
</tbody>
</table>
By means of the condition given in (5.56) it can be tested if the reference does not lie in the overmodulation region by means of
\[
q_{\text{max}} - q_{\text{min}} < 3.
\] (5.123)

The next step is to select four consecutive integer numbers \( \{q_1, q_2, q_3, q_4\} \) within the interval \([q_{\text{max}}, q_{\text{min}}]\) according to any desired modulation strategy. The values of \( n_1, n_2, n_3 \) and \( n_4 \) that correspond to the previously selected indices are calculated from (5.58) as
\[
\begin{align*}
n_1 &= \text{integ} \left( \frac{q_1 - q_i}{4} \right) \\
n_2 &= \text{integ} \left( \frac{q_2 - q_i}{4} \right) \\
n_3 &= \text{integ} \left( \frac{q_3 - q_i}{4} \right) \\
n_4 &= \text{integ} \left( \frac{q_4 - q_i}{4} \right)
\end{align*}
\] (5.124)

and the values of \( j_1, j_2, j_3 \) and \( j_4 \) by means of (5.59) as
\[
\begin{align*}
j_1 &= q_1 - q_i - 4n_1 + 1 \\
j_2 &= q_2 - q_i - 4n_2 + 1 \\
j_3 &= q_3 - q_i - 4n_3 + 1 \\
j_4 &= q_4 - q_i - 4n_4 + 1.
\end{align*}
\] (5.125)

Finally, the vectors of the switching sequence are calculated from (5.60) as
\[
\begin{align*}
v_s_1 &= [\omega_i^a + \omega_{dj_1}^a + n_1, \omega_i^b + \omega_{dj_1}^b + n_1, \omega_i^c + \omega_{dj_1}^c + n_1, n_1]^T \\
v_s_2 &= [\omega_i^a + \omega_{dj_2}^a + n_2, \omega_i^b + \omega_{dj_2}^b + n_2, \omega_i^c + \omega_{dj_2}^c + n_2, n_2]^T \\
v_s_3 &= [\omega_i^a + \omega_{dj_3}^a + n_3, \omega_i^b + \omega_{dj_3}^b + n_3, \omega_i^c + \omega_{dj_3}^c + n_3, n_3]^T \\
v_s_4 &= [\omega_i^a + \omega_{dj_4}^a + n_4, \omega_i^b + \omega_{dj_4}^b + n_4, \omega_i^c + \omega_{dj_4}^c + n_4, n_4]^T
\end{align*}
\] (5.126)

and their corresponding switching times by means of (5.61) as
\[
\begin{align*}
t_1 &= \tau_{j_1} \\
t_2 &= \tau_{j_2} \\
t_3 &= \tau_{j_3} \\
t_4 &= \tau_{j_4}
\end{align*}
\] (5.127)

### 5.6.2 Example

Let us consider the same example as in section §4.6.2 where the normalized reference vector is \( \mathbf{v}_r = [1.39, -1.15, -0.31, 1.12]^T \). In this case, the reference space vector, calculated by means of (5.112), is the following 3D vector:
\[
\mathbf{\omega}_r = [-0.27, -2.16, -1.43]^T
\] (5.128)
In accordance with (5.115) and (5.116), the integer and fractional parts of the reference space vector are

\[ \omega_i = \text{integ}(\omega_r) = [0, -3, -2]^T \]  
\[ \omega_f = \omega_r - \omega_i = [0.27, 0.74, 0.57]^T. \]  

(5.129)

(5.130)

If the conditions in (5.117) are calculated then the results obtained are

\[ C_{ab} = [\omega_f^a \geq \omega_f^b] = 0 \]
\[ C_{bc} = [\omega_f^b \geq \omega_f^c] = 1 \]
\[ C_{ca} = [\omega_f^c \geq \omega_f^a] = 1. \]  

(5.131)

The case 011 of Table 5.6 provides the following displaced space vector sequence:

\[ \omega_{d1} = [0, 0, 0]^T \]
\[ \omega_{d2} = [0, 1, 0]^T \]
\[ \omega_{d3} = [0, 1, 1]^T \]
\[ \omega_{d4} = [1, 1, 1]^T \]  

(5.132)

together with the following dwell times:

\[ \tau_1 = 1 - \omega_f^b = 0.26 \]
\[ \tau_2 = \omega_f^b - \omega_f^c = 0.17 \]
\[ \tau_2 = \omega_f^c - \omega_f^a = 0.30 \]
\[ \tau_3 = \omega_f^a = 0.27. \]  

(5.133)

The value of the index \( q_i \) that corresponds to the integer part of the reference space vector can be calculated by means of (5.118) as

\[ q_i = \omega_i^a + \omega_i^b + \omega_i^c = -5. \]  

(5.134)

If a five-level cascaded full-bridge inverter is considered then

\[ [N_{\min}^a, N_{\max}^a] = [N_{\min}^b, N_{\max}^b] = [N_{\min}^c, N_{\max}^c] = [N_{\min}^n, N_{\max}^n] = [-2, 2]. \]  

(5.135)

In this case, the intervals of indices that correspond to the switching vectors in which the converter is able to generate every phase are calculated by means of (5.119) as

\[ [q_{\min}^a, q_{\max}^a] = [-14, 5] \]
\[ [q_{\min}^b, q_{\max}^b] = [-4, 15] \]
\[ [q_{\min}^c, q_{\max}^c] = [-7, 12] \]
\[ [q_{\min}^n, q_{\max}^n] = [-13, 6]. \]  

(5.136)

Consequently, from (5.121) and (5.122), the range of the indices that correspond to useful switching vectors is

\[ [q_{\min}, q_{\max}] = [-4, 5]. \]  

(5.137)
The length of this interval is greater than four, therefore the reference vector is not in the overmodulation region and it can be accurately synthesized. Among all available possibilities, the following four last indices within the range have been selected:

\[
\{q_1, q_2, q_3, q_4\} = \{2, 3, 4, 5\}.
\] (5.138)

The values of the \(n_m\) and \(j_m\) that correspond to the previous \(q_m\) indices can be calculated by means of (5.124) and (5.125)

\[
\begin{align*}
n_1 &= 1 & n_2 &= 2 & n_3 &= 2 & n_4 &= 2 \\
j_1 &= 4 & j_2 &= 1 & j_3 &= 2 & j_4 &= 3.
\end{align*}
\] (5.139)

Finally, the following switching vector sequence

\[
\begin{align*}
v_{s1} &= v_s(q_1) = v_s(n_1, j_1) = [2, -1, 0, 1]^T \\
v_{s2} &= v_s(q_2) = v_s(n_2, j_2) = [2, -1, 0, 2]^T \\
v_{s3} &= v_s(q_3) = v_s(n_3, j_3) = [2, 0, 0, 2]^T \\
v_{s4} &= v_s(q_4) = v_s(n_4, j_4) = [2, 0, 1, 2]^T.
\end{align*}
\] (5.140)

together with following switching times

\[
\begin{align*}
t_1 &= \tau_4 = 0.27 \\
t_2 &= \tau_1 = 0.26 \\
t_2 &= \tau_2 = 0.16 \\
t_3 &= \tau_3 = 0.30.
\end{align*}
\] (5.141)

are obtained by means of (5.126) and (5.127), respectively.

### 5.6.3 Comparison With Existing 3D Algorithm

The 3D SVPWM algorithm for four-leg multilevel converters presented by Franquelo et al. in [89] uses the line-to-neutral values of the reference vector and the switching vectors to carry out the space vector representation of the system in a 3D space. This transformation is the same as the transformation in (5.112) that is used by the new 3D algorithm to calculate the space vectors.

The algorithm in [89] makes use of the 3D SVPWM generalized algorithm in [81] to find the four space vectors nearest to the reference vector, and to calculate their dwell times. In section §4.5.3, it was shown that the 3D SVPWM generalized algorithm is the same as the 3D SVPWM algorithm for three-phase converters without redundancy obtained in previous chapter. This algorithm is based on a two-level SVPWM algorithm which is also used by the new 3D SVPWM for four-leg converters. Therefore, the space vectors and dwell times obtained with both 3D SVPWM algorithms for four-leg converters are the same

\[
\begin{align*}
[S^1_{an}, S^1_{bn}, S^1_{cn}]^T &\equiv \omega_{s1} = \omega_i + \omega_{d1} \rightarrow d_1 \equiv \tau_1 \\
[S^2_{an}, S^2_{bn}, S^2_{cn}]^T &\equiv \omega_{s2} = \omega_i + \omega_{d2} \rightarrow d_2 \equiv \tau_2 \\
[S^3_{an}, S^3_{bn}, S^3_{cn}]^T &\equiv \omega_{s3} = \omega_i + \omega_{d3} \rightarrow d_3 \equiv \tau_3 \\
[S^4_{an}, S^4_{bn}, S^4_{cn}]^T &\equiv \omega_{s4} = \omega_i + \omega_{d4} \rightarrow d_4 \equiv \tau_4.
\end{align*}
\] (5.142)
5.6. APPLICATION TO THREE-PHASE FOUR-LEG CONVERTERS

The application of the $3D$ SVPWM algorithm in [89] to the reference vector $v_r = [1.39, -1.15, -0, 31, 1.12]^T$, which has been considered in the example of §5.5.2, provides the following results:

$$\begin{align*}
[S_{an}, S_{bn}, S_{cn}] &= [0, -3, -2]^T \quad \rightarrow \quad d_1 = 0.26 \\
[S_{an}^2, S_{bn}^2, S_{cn}^2] &= [0, -2, -2]^T \quad \rightarrow \quad d_2 = 0.16 \\
[S_{an}^3, S_{bn}^3, S_{cn}^3] &= [0, -2, -1]^T \quad \rightarrow \quad d_3 = 0.30 \\
[S_{an}^4, S_{bn}^4, S_{cn}^4] &= [1, -2, -1]^T \quad \rightarrow \quad d_4 = 0.27.
\end{align*}$$

(5.143)

This sequence of vectors is the same as the sequence of space vectors obtained adding the integer part of the reference space vector to the displaced space vector sequence

$$\begin{align*}
\omega_{s1} &= \omega_i + \omega_{d1} = [0, -3, -2]^T \quad \rightarrow \quad \tau_1 = 0.26 \\
\omega_{s2} &= \omega_i + \omega_{d2} = [0, -2, -2]^T \quad \rightarrow \quad \tau_2 = 0.16 \\
\omega_{s3} &= \omega_i + \omega_{d3} = [0, -2, -1]^T \quad \rightarrow \quad \tau_3 = 0.30 \\
\omega_{s4} &= \omega_i + \omega_{d4} = [1, -2, -1]^T \quad \rightarrow \quad \tau_4 = 0.27.
\end{align*}$$

(5.144)

Figure 5.15 shows that the space vector sequences obtained with both algorithms are identical.

The $3D$ SVPWM algorithm presented in [89] does not address the redundant switching state selection from space vectors. Therefore, the new $3D$ SVPWM algorithm for four-leg converters can be considered as an extension of such an algorithm where this feature is added.

5.6.4 Experimental Results

The algorithm was tested by simulation and in laboratory. In both cases, the considered conditions are a balanced voltage reference, where $v_{ra} = 1.9 \sin(w t)$, $v_{rb} = 1.9 \sin(w t + 2\pi/3)$ and $v_{rc} = 1.9 \sin(w t - 2\pi/3)$, with a third-harmonic zero sequence, $v_{rn} = 1.5 \sin(3w t + \pi)$. The fundamental frequency is $50$ Hz and the switching frequency is $10$ kHz. Figure 5.16 shows the simulation results obtained with Simulink. The four traces in the first plot are the reference voltage for each leg. The subsequent plots are the leg $a$ output voltage, the leg $n$ output voltage, the line-to-neutral output voltage and the line-to-line output voltage. Traces in black are the switched voltages and traces in gray are the same signals after filtering. Leg voltages have an homopolar component which is canceled in the line-to-neutral and line-to-line voltages. Therefore, even though the leg voltages do not follow exactly the reference voltages the line-to-neutral and line-to-line voltages are the expected signals.

The SVPWM algorithm was described for a five-level inverter by using VHDL and it was implemented in a Digilent S3 board. Table 5.7 shows a summary of the resources used by the implementation. It is important to remark that the BRAMs and the multipliers available in the FPGA were not used because the algorithm does not need data storage or multiplication operations. Figure 5.17 shows the FPGA output waveforms, which correspond to the trigger signals, for the same case illustrated in the example, where $v_r = [1.39, -1.10, -0, 33, 1.15]^T$. The experimental results are in accordance with the theoretical results calculated in previous section.
CHAPTER 5. SVPWM ALGORITHM WITH STATE REDUNDANCY

Figure 5.15: 3D algorithms comparison.
Figure 5.16: Simulation results.
### Table 5.7
**Resources summary.**

<table>
<thead>
<tr>
<th>Resource</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Device</td>
<td>xc3s200</td>
</tr>
<tr>
<td>Number of Slice Flip Flops</td>
<td>2,024 out of 3,840 52%</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>2,330 out of 3,840 60%</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
<td>1,725 out of 1,920 89%</td>
</tr>
<tr>
<td>Total Number 4 input LUTs</td>
<td>2,597 out of 3,840 67%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>63 out of 173 36%</td>
</tr>
<tr>
<td>IOB Flip Flops</td>
<td>66</td>
</tr>
<tr>
<td>Number of Block RAMs</td>
<td>0 out of 12 0%</td>
</tr>
<tr>
<td>Number of MULT18X18s</td>
<td>0 out of 12 0%</td>
</tr>
<tr>
<td>Number of GCLKs</td>
<td>8 out of 8 100%</td>
</tr>
<tr>
<td>Number of Startups</td>
<td>1 out of 1 100%</td>
</tr>
<tr>
<td>Total equivalent gate count for design</td>
<td>32,226</td>
</tr>
</tbody>
</table>

**Figure 5.17:** Trigger signals.
The new algorithm was tested in laboratory by using the same setup as in §4.6.3 so the measurement points and the reference voltage are the same displayed in Figure 4.19.

Figure 5.18 shows the measured output voltage of the inverter in the same case simulated in Figure 5.16. The experimental results agree with the simulation results. Line-to-line voltage, shown in Figure 5.18b has a large third harmonic which corresponds to the leg \( n \) reference. Line-to-neutral voltage, shown in Figure 5.18c is a nine-level voltage with a very low THD. As expected, neither the homopolar components of the leg voltages nor the third harmonic of the neutral voltage are present in this voltage.

5.7 Conclusion

This chapter develops a novel multilevel multiphase SVPWM algorithm that takes advantage of joint-phase redundancy present in converters with no neutral wire. It is valid for any number of phases or levels and it can be used with the standard multilevel topologies. The presented modulation technique handles all switching states of the inverter and it provides a sorted switching vector sequence that minimizes the number of switchings. The algorithm makes it easy to select the switching sequence which allows implementing a switching strategy besides extending the modulation index. The proposed SVPWM algorithm is suitable for real-time implementation due to its low computational complexity. A five-level five-phase version was implemented in a low-cost FPGA and successfully tested by using a laboratory prototype.

In addition, the algorithm was particularized for three-phase converters with three and four legs. In both cases the new algorithms can be considered as an extension of two existing SVPWM algorithms where the problem of the redundant switching state selection has been solved.

The new multilevel multiphase SVPWM developed in the chapter has been accepted for publication in a journal [173].
(a) Leg voltages $V_s^a$ and $V_s^o$

(b) Line-to-neutral voltage $V_s^a - V_s^n$

(c) Line-to-line voltage $V_s^b - V_s^a$

Figure 5.18: Inverter output voltage. Ch1 and Ch3: switched voltages; Ch2 and Ch4: filtered voltages.
Chapter 6

Conclusion and Future Research

6.1 Conclusion

This dissertation addresses the space vector pulse-width modulation (SVPWM) in multilevel multiphase voltage source converters. Its main contributions and conclusions are summarized below.

- The switching laws and per-phase redundancy of the diode clamped, flying capacitor and cascaded full bridge topologies have been studied. Analytical expressions to calculate the number of redundant switching states for each converter output level have been obtained. Principles to adapt the trigger signals for different multilevel topologies have been provided.

- Two well known multilevel three-phase (SVPWM algorithms, one two-dimensional (2D) and the other three-dimensional (3D), have been implemented in a low-cost field-programmable gate array (FPGA). A modular design of the implementation of both algorithms has been presented. All modules developed can be easily extended to a higher number of levels, except for the component that carries out the redundant switching state selection in the 2D algorithm. This component implements a new selection technique to choose the switching states that has been designed to reduce switching losses in three-level three-phase inverters. The implementation of this task was identified as the major difficulty in the implementation process because of the absence of a general technique to manage joint-phase redundancy in multilevel converters. The benefits of using an FPGA to implement the modulation algorithm for converters with a high number of power switches, such as multilevel multiphase converters, have been verified.

- A novel formulation of the modulation problem in multilevel multiphase converters has been presented. This new formulation that was carried out in a multidimensional space has proved to be simple and very useful to study the modulation process. By using this new formulation the multilevel multiphase (SVPWM) problem has been solved for converters with and without switching state redundancy. In both cases, it was demonstrated that a multilevel modulator can be realized by means of a two-level modulator.
• The developed multilevel multiphase SVPWM algorithm without switching state redundancy is based on a two-level modulator plus a displacement. It is valid for any number of phases or levels and it can be used with the standard multilevel topologies. The new modulation technique handles all switching states of the converter and it provides a sorted switching vector sequence that minimizes the number of switchings. The algorithm has a low computational cost and it does not use trigonometric functions or tables to store predefined switching sequences. Therefore it is suitable for real-time implementation in low-cost devices. It was validated by the hardware implementation of the five-level five-phase version of the algorithm in an FPGA. The implementation was successfully tested in laboratory by using a cascaded full-bridge inverter.

• Since the new SVPWM technique can be used with any number of phases it was particularized for three-phase converters with three and four legs. In the former case the resulting algorithm is a 3D algorithm almost identical to the SVPWM generalized algorithm presented in [81] for multilevel converters. The algorithm obtained in the latter case is a new four-dimensional (4D) algorithm.

• The multilevel multiphase SVPWM algorithm with switching state redundancy is also based on the same two-level modulator used by the previous SVPWM algorithm without redundancy. This algorithm takes advantage of joint-phase redundancy present in converters without neutral wire, which allows extending the modulation index and including a switching strategy in the modulation process. The switching strategy can be implemented using the method included in the algorithm that makes easy the switching state selection. As in the previous algorithm, it can be applied to any number of levels or phases, it can be used with the standard topologies, it handles all switching states of the converter, and it provides a sorted switching sequence that minimizes the number of switchings. It has also a low computational cost and it does not use trigonometric functions or tables to store predefined switching sequences. Therefore, it is also suitable for real-time implementation in low-cost devices. It was validated by the hardware implementation of the five-level five-phase version of the algorithm in an FPGA. The implementation was successfully tested in laboratory by using a cascaded full-bridge inverter.

• The SVPWM algorithm with state redundancy was also particularized for three-phase converters with three and four legs. In the former case the resulting algorithm is a 2D algorithm that can be considered as an extension of the fast SVPWM algorithm for multilevel converters presented in [72]. The algorithm obtained in the latter case is a 3D algorithm that is an extension of the SVPWM algorithm for four-leg converters proposed in [89].

• Research work included in the dissertation has given rise to four journal papers [117, 137, 164, 173] and two conference papers [165, 166].
6.2 Future Research

There are several interesting topics suggested for further research in SVPWM for multilevel multiphase converters. These topics are described in the following.

- Further particularization for different number of phases and its comparison with existing SVPWM methods can be made. One interesting case is the particularization of the SVPWM with state redundancy for single-phase converters that can be compared with the recent SVPWM technique presented in [90].

- Further studies should be done on the spectrum of the output voltage to get a deeper knowledge on the new modulation techniques, and to compare them with classical modulation techniques.

- The switching strategy that can be included in the SVPWM with switching state redundancy greatly influences the performance of the power system. A research on possible switching strategies, such as capacitor balancing, dc-link current control or fault tolerance, and the way to implement them with the new modulation algorithm should be done. In particular, it is interesting to know its effect on the switching losses and the voltage spectrum. The results of the analysis will suggest the best switching strategy to be used depending on specifications required in each application.

- The case when the reference vector lies in the overmodulation region has not been studied. Therefore, the SVPWM problem should be also solved in this case.
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Appendix A

Further Information About Testing Facilities

The new modulation algorithms have been implemented in a field-programmable gate array (FPGA) and tested in open loop with a multilevel voltage source inverter. Figure A.1 shows the general block diagram of all setups. The main components are the dSPACE platform that calculates the reference voltage, the FPGA that implements the algorithm under test, the optical link, the inverter and the load. Main characteristics of each part are given in the following.

A.1 dSPACE Platform

The dSPACE DS1103 PPC Controller Board is a rapid control prototyping system that can be mounted in a personal computer (PC). It is fully programmable from the Simulink block diagram environment. The main components and features of this board are the following:

- Master PowerPC running at 400 MHz.
- Slave digital signal processor (DSP) running at 20 MHz for special input/output (I/O) tasks.
- Two general purpose timers.
- 2 MB local static random access memory (RAM) as program memory.
- 128 MB global dynamic RAM for data storage and data exchange with the host.

Figure A.1: Block diagram of the setups used for testing the algorithms.
• Interrupts by host PC, controller-area network (CAN), slave DSP, serial interface, incremental encoders and four external inputs (user interrupts).

• Four 16-bit analog-to-digital converter (ADC) and one 12-bit ADC of four channels each.

• Eight 14-bit analog output channels.

• 24-bit individually programmable digital I/O channels, and 32-bit I/O digital port with four 8-bit channels.

• Incremental encoder interface with six digital and one analog input channels.

• Serial RS232 and RS2422 interface.

• CAN Interface.

The PowerPC is a 604 Risc Microprocessor with the main following characteristics:

• Reduced instruction set microprocessor.

• 32-bit addressing.

• 8-, 16-, and 32-bit integer data types.

• 32- and 64-bit floating point data types.

The slave DSP subsystem is based on the Texas Instruments TMS320C240 DSP controller with the main following characteristics:

• 16-bit fixed point DSP

• Event manager module with:
  – Twelve compare/pulse-width modulation (PWM) channels.
  – Three general purpose timers.
  – Three compare units with deadband.
  – Four capture units.

• 28 individually programmable, multiplexed I/O pins.

• Two 10-bit ADCs with 16 inputs.

• 64K×16-bit program memory and 28K×16-bit data memory.

• 16-bit dual-port memory for communication with the master processor.

• Several on-chip peripherals for motor/motion control applications.

• All on-chip peripherals accessible by the master processor.
A.2. FIELD-PROGRAMMABLE GATE ARRAY

The duty of the DS1103 board is to calculate the normalized reference vector $v_r$ and to send it to the FPGA in every switching period. The FPGA indicates the beginning of the switching period by activating an external interruption of the DS1103 board. Then, the inverter reference voltage for each leg $V_{r,k}$ is calculated in open loop. Many dSPACE implementations have been carried out according to the number of inverter legs: one for the three-leg inverter, one for the four-leg inverter, and one for the five-leg inverter. In all cases, the reference voltage has a fundamental component of 50 Hz that can be either balanced on unbalanced. Harmonic injection is also possible by adding a third harmonic in the three- and four-leg cases, and by adding third and fifth harmonic in the five-leg case. After that, the reference voltage vector $V_r$ is normalized taking into account the voltage step of the inverter $V_{dc}$ and sent back to the FPGA through the 32-bit digital I/O port.

A.2 Field-Programmable Gate Array

All modulation algorithms have been implemented in the Digilent S3 board. The main components and features of this board are:

- Hosts a Spartan-3 XC3S200 FPGA from Xilinx, which has
  - 4,320 logic cells, each constituted by two $16 \times 1$ lookup tables (LUTs) and two flip-flops.
  - Twelve $18 \times 18$ hardware multipliers.
  - Twelve $18$ kb block random access memories (BRAM).
  - Four digital clock managers.
  - 173 user-defined I/O signals.
- 50 MHz crystal oscillator clock source.
- 2 Mb Xilinx XCF02S Platform Flash.
- Four-character, seven-segment light-emitting-diode (LED) display and eight individual LED outputs.
- Eight slide switches and four momentary-contact push button switches.
- Three 40-pin expansion connection ports (A1, A2 and B1).
- RS232 serial port.
- Mouse/keyboard port.

The S3 board gets the normalized reference vector $v_r$ from the dSPACE and calculates the trigger signals for every transistor of the inverter. Figure A.2 shows the S3 board together with three boards developed to adapt the low-voltage transistor-transistor logic (LVTTL) signals used by the FPGA to the transistor-transistor logic (TTL) signals used by the rest of the hardware. Those boards are based on the 74LVC4245A integrated
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Figure A.2: S3 board with the TTL/LVTTL adaptation boards connected.

Figure A.3: Block diagram of the circuits implemented in the FPGA.

circuit, which is an octal dual-supply translating transceiver. The board attached to the expansion connector B1 adapts the signals between the DS1103 board and the FPGA. The two boards attached to the expansion connectors A1 and A2 translate the trigger signals into TTL levels used by the optical link.

Figure A.3 shows the block diagram of the main circuits implemented in the FPGA. The block dSPACE interface activates the user interruption signal of the DS1103 board at the beginning of every switching period, and later collects the normalize reference vector $\mathbf{v}_r$. The block SVPWM is the modulation algorithm itself that is being tested. It calculates the switching vector sequence $\{\mathbf{v}_{sj}\}$ and the switching times $\{t_j\}$. The next block Sequence sequences the switching vectors in time arranging them symmetrically within the switching period. Figure A.4 shows the example of the sequence of process in the case of a five-vector sequence. The block Trigger signals translates the current switching vector $\mathbf{v}_{sj}$ into the transistor gate signals of the converter. This block also adds the required deadtime to the complementary trigger signals.

A.3 Optical Link

The trigger signals from the modulator are transferred to the converter through a fiber optical link that provides galvanic isolation between control electronics and power electronics. The fiber optical link is realized with the components of the HFBR-0501 series from Agilent Technologies. It consists of many 1 mm plastic optical fiber cables, one for each trigger signal, with each having a HFBR-1251 transmitter and a HFBR-2521...
A.4 INVERTERS

The electrical interface of the link is TTL compatible.

A.4 Inverters

Three inverters are used in tests: a three-leg inverter for three-phase systems, a four-leg inverter for three-phase systems with neutral leg and a five-leg inverter for five-phase systems.

A.4.1 Three-Leg Inverter

The three-leg inverter is the three-level neutral-point clamped (NPC) topology shown in Figure 3.2. It is made with components from Semikron. Each leg utilizes one module SKM 100GB123D, one module SKM 100GAL123D and one module SKM 100GAR123D. The two inner switches of the topology are realized with the SKM 100GB123 module, which includes two insulated-gate bipolar transistors (IGBTs). The upper IGBT and the upper clamping diode of each leg are realized with the SKM 100GAL123D module, which contains an IGBT and a diode properly connected for this purpose. The lower IGBT and the lower clamping diode are realized with the SKM 100GAR123D module, which also contains an IGBT and a diode. All IGBTs inside the modules have a blocking capability of 1200 V and a maximum conduction current of 100 A. Each IGBT is triggered with the SKHI 10 driver, which is TTL compatible. The dc bus uses four SKC2M2-45A-1 capacitors, two in parallel for each half of the dc bus. They are electrolytic capacitors with a capacitance of 2.2 mF.

In order to avoid voltage unbalance in the capacitors of the dc bus, two dc power supplies have been used to feed the dc bus as it is shown in Figure 3.2. The upper capacitors are supported by the SPS 800-4 power supply, and the lower capacitors are supported by the HP6053A power supply. The SPS 800-4 is 3.3 kW dc source from American Reliance that can give a constant voltage of up to 800 V. The HP6035A is a dc source from Hewlett Packard that provides up to 500 V and 5 A with a maximum power output of 1.0 kW.
A.4.2 Four- and Five-Leg Inverters

The four- and five-leg inverters are a five-level converter in which each leg is a two-cell cascaded full-bridge inverter (see Figure 2.3). Each full-bridge inverter is a module made with four IRGB6B60KD power transistors. The IRGB6B60KD is a 600 V/7 A rated IGBTs from International Rectifier that includes an ultrafast soft recovery diode. Each pair of IGBTs is driven by the dual-channel optocoupler HCPL315J integrated circuit from Agilent Technologies. The module includes also the logic circuits that allow to trigger the IGBTs using TTL-compatible logic levels. All dc sources needed to supply the full-bridge board directly from the ac mains are built-in as well. Figure A.5 shows a photograph of one module.

The dc link of each full-bridge inverter is made with a low cost dc source because of the high number of those devices needed; eight ones for the four-leg inverter and ten ones for the five-leg inverter. Two commercial dc sources are used in experiments: the Promax FA-325 and the Promax FAC-662B. The FA-325 dc source provides a variable voltage between 0 V and 30 V, with a current up to 2.5 A. The FAC-663B is a dual dc source of 0–30 V and 1.5 A that is configured in series to obtain 60 V at the output. A bank of capacitors of 940 µF is connected in parallel with each dc source to supply the high frequency current components to the full-bridge module. It is made with eight electrolytic capacitors of 470 µF each.

A.5 Loads

The modulation algorithms are tested in some cases with a static load and in some cases with a three- or a five-phase induction motor. The loads are always star connected with the neutral point isolated, except for the five-phase setup used to test the space vector pulse-width modulation (SVPWM) algorithm without redundancy, in which the neutral of the load was connected to the neutral of the inverter. The static load consists of a 100 Ω resistor connected in series with a 15 mH inductance in each phase. Precise data of the three-phase motor used in tests are not available. Figure A.6 shows a photograph and the nameplate of the three-phase induction motor, which has four poles and 1.0 kW nominal power. Figure A.7 shows the five-phase induction motor used in tests and its nameplate. This is a distributed-concentrated winding induction motor that was built by
A.6 Measurements

Measurements are done with the TPS2014 digital oscilloscope from Tektronix. This is a digital oscilloscope with four fully isolated channels with 100 MHz bandwidth (1 GS/s). It is equipped with the TPS2PWR1 power measurement and analysis software that allows, among others, to display individual harmonic levels of a waveform and to calculate the harmonic distortion up to the 50th harmonic.

The reference point for voltage measurements is the dc-bus midpoint in the case of the NPC inverter and the neutral point of the inverter in the cases of the cascaded full-bridge inverters. Filtered voltage waveforms have been obtained by means of a low-pass RC filter with $R = 8.2 \, \text{k}\Omega$ and $C = 10 \, \text{nF}$. This filter has a cut-off frequency of 1.9 kHz, thus it filters out all high frequency components due to the switching process ($f_s = 10 \, \text{kHz}$).